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Uniform Convergence of Spectral Expansions for a Bound-
ary Value Problem with a Boundary Condition Depend-
ing on the Spectral Parameter
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Abstract. In this paper, we consider the spectral problem for ordinary differential equations of
fourth order with a spectral parameter contained in one of the boundary conditions. The uniform
convergence of spectral expansions in terms of the system of eigenfunctions of this problem is
studied.
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1. Introduction

We consider the following eigenvalue problem

ℓ(y)(x) ≡ y(4)(x)− (q(x)y′(x))′ = λy(x), 0 < x < l, (1.1)

y′(0) cosα− y′′(0) sinα = 0, (1.2a)

y(0) cosβ + Ty(0) sinβ = 0, (1.2b)

(aλ+ b) y′(l) + (cλ+ d) y′′(l) = 0, (1.2c)

y(l) cos δ − Ty(l) sin δ = 0, (1.2d)

where λ ∈ C is a spectral parameter, Ty ≡ y′′′ − qy′, q is a positive absolutely continuous
function on [0, l], α, β, δ, a, b, c, d are real constants such that 0 ≤ α, β ≤ π/2, π/2 ≤ δ < π
(with the exception of the case β = δ = π/2), σ = bc− ad > 0.

Note that problem (1.1), (1.2) for α = β = 0 arises when describing small bending
vibrations of an elastic cantilever homogeneous beam, in cross sections of which a longi-
tudinal force acts, the left end of which is fixed, and a load is attached to the right end
by means of a weightless rod, which is held in equilibrium by means of an elastic spring
(see, e.g., [6, 17]).
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The uniform convergence Fourier series expansions in the systems of root functions of
Sturm-Liouville problems were studied in [7-9, 11-13, 15].

Problem (1.1), (1.2) in the case α = β = 0 was studied in [1], where, in particular, it
was proved that the eigenvalues of this problem are real and simple and form an infinitely
increasing sequence. Moreover, the location of the eigenvalues on the real axis is studied,
the oscillatory properties of the eigenfunctions are investigated, and the basis property in
the space Lp(0, l), 1 < p < ∞, of the system of eigenfunctions of this problem with one
arbitrary remote function is established.

The purpose of this paper is to study the uniform convergence of spectral expansions
in terms of eigenfunctions of problem (1.1), (1.2).

2. Preliminary

Consider the boundary condition

y′(0) cos γ + y′′(0) sin γ = 0, (1.2c′)

where γ ∈
[
0, π2 ]

]
.

By following the argument in Theorem 5.2 of [4] we can prove that for each fixed
α, β the eigenvalues of problem (1.1), (1.2a) (1.2b), (1.2c′), (1.2d) are real, simple and
form infinitely increasing sequence {λk(γ, δ)}∞k=1 such that λk(γ, δ) > 0 for k ≥ 2, and for
each γ there exists δ0(γ) ∈

[
π
2 , π

)
such that λ1(γ, δ) > 0 for δ ∈ [0, δ0(γ)), λ1(γ, δ) = 0

for δ = δ0(γ), λ1(γ, δ) < 0 for δ ∈ (δ0(γ), π). Moreover, the eigenfunction yk,γ,δ(x),
corresponding to the eigenvalue λk(γ, δ), for k ≥ 2 has exactly k − 1 simple zeros, for
k = 1 has no zeros if δ ∈ [0, δ0(γ)], has an arbitrary number of simple zeros in the interval
(0, 1) if δ ∈ (δ0(γ), π).

For the study of spectral properties of problem (1.1), (1.2) we consider solutions of the
initial-boundary problem (1.1), (1.2a) (1.2b), (1.2d).

Theorem 2.1. For every fixed λ ∈ C there exists a unique non-trivial solution y(x, λ)
of problem (1.1), (1.2a) (1.2b), (1.2d) up to a constant multiplier.

The proof of this lemma is similar to that of [1, Lemma 2.3] (see also [10, Theorem
2.1]).

Remark 2.1. Let y(x, λ) be the solution of (1.1), (1.2a) (1.2b), (1.2d) normalized by
the condition |y(0)|+ |Ty(0)| = 1 for λ > 0, and |y′(l)|+ |y′′(l)| = 1 for λ ≤ 0. Since Eq.
(1.1) depends linearly of the parameter λ, it follows from the general theory of ordinary
differential equations (see, e.g., [16, Ch. I]) that for every fixed x ∈ [0, l] the function
y(x, λ) is an entire function of the parameter λ.

Let α, β ∈ [0, π/2] and δ ∈ [π/2, π) be arbitrary fixed, and let Bk = (λk−1(0, δ), λk(0, δ)),
k = 1, 2, . . . , where λ0(0, δ) = −∞.

It is obvious that the eigenvalues λk(0, δ) and λk(π/2, δ), k ∈ N, of problem (1.1),
(1.2a) (1.2b), (1.2c′), (1.2d) for γ = 0 and γ = π/2 are zeros of entire functions y′(l, λ)
and y′′(l, λ) respectively. Note that the function F (λ) = y′′(l, λ)/y′(l, λ) is defined in
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B ≡
( ∞⋃

k=1

Bk

)
∪ (C\R) and is a meromorphic function of finite order, and the eigenvalues

λk(π/2, δ) and λk(0, δ), k ∈ N, are zeros and poles of this function respectively.

Lemma 3.1. The following formula holds:

dF (λ)

dλ
= − 1

y′2(l, λ)

l∫
0

y2(x, λ)dx, λ ∈ B. (2.1)

The proof of this lemma literally repeats the proof of [11, formula (30)].

Lemma 2.2 The following limit relation holds:

lim
λ→−∞

F (λ) = +∞. (2.2)

The proof of this lemma is similar to that of [1, Lemma 2.8].

In view of [5, Property 1], by (2.1) and (2.2) we get

λ1(π/2, δ) < λ1(0, δ) < λ2(π/2, δ) < λ2(0, δ) < . . . . (2.3)

Let m(λ) = ay′(l, λ) + cy′′(l, λ).

Remark 2.2. If follows from boundary condition (1.2c) that if λ is an eigenvalue of
problem (1.1), (1.2), then m(λ) ̸= 0.

We denote by s(λ), λ ∈ R, the number of zeros of the function y(x, λ) contained in the
interval (0, l).

By following the arguments in Lemma 2.11 from [1] we verify that the following oscil-
lation theorem is valid for the function y(x, λ).

Lemma 2.3. If λ ∈ (λk−1(0, δ), λk(π/2, δ)) for k ≥ 3, then k − 2 ≤ s(λ) ≤ k − 1, and
if λ ∈ [λk(π/2, δ), λk(0, δ)] for k ≥ 3, then s(λ) = k−1. Moreover, if δ ∈ [π/2, δ0(0)], then
s(λ) = 0 for λ ∈ [0, λ1(0, δ)], 0 ≤ s(λ) ≤ 1 for λ ∈ (λ1(0, δ), λ2(π/2, δ)) and s(λ) = 1 for
λ ∈ [λ2(π/2, δ), λ2(0, δ)], if δ ∈ [δ0(0), δ0(π/2)), then 0 ≤ s(λ) ≤ 1 for λ ∈ [0, λ2(π/2, δ),
s(λ) = 1 for λ ∈ [λ2(π/2, δ), λ2(0, δ)], and if δ ∈ [δ0(π/2, π), then s(λ) = 1 for λ ∈
[0, λ2(0, δ)].

3. The properties of eigenvalues and eigenfunctions of problem (1.1),
(1.2).

We introduce the following boundary condition

ay′(l) + cy′′(l) = 0. (1.2c′′)

Note that, boundary condition (1.2c′′) in the case a = 0 (c = 0) coincides with condition
(1.2c′) for γ = π/2 (γ = 0). By [2, p. 768] the eigenvalues of problem (1.1), (1.2a) (1.2b),
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(1.2c′′), (1.2d) for each fixed α, β and for ac ̸= 0 are real, simple and form infinitely
increasing sequence {τk(δ)}∞k=1 such that for any fixed α, β and δ the relations hold

λ1(π/2, δ) < τ1(δ) < λ1(0, δ) < λ1(π/2, δ) < τ2(δ) < λ1(0, δ) < . . . (3.1a)

in the case a/c > 0, and

τ1(δ) < λ1(π/2, δ) < λ1(0, δ) < τ2(δ) < λ2(π/2, δ) < λ2(0, δ) < . . . (3.1b)

in the case a/c < 0.
For a ̸= 0 (c ̸= 0) we define the number ka (kc) from the inequality

λka−1 ≤ − b/a < λka (λkc−1 < − d/c ≤ λkc).

Remark 3.1. If ac ̸= 0, then ka ≤ kc + 1 for ac > 0, and ka ≥ kc for ac < 0.
Theorem 3.1. The eigenvalues of problem (1.1), (1.2) are real and simple and form

an infinitely increasing sequence {λk}∞k=1 such λk > 0 for k ≥ 3 + sgn |c|. Moreover, for
k > k1 = max {ka, kc} + 2, the eigenvalues have the following arrangement on the real
axis:

λk−1(0, δ) < λk < λk(π/2, δ) < λk(0, δ), if c = 0, (3.2a)

λk−2(0, δ) < τk−1(δ) = λk−1(π/2, δ) < λk < λk−1(0, δ), if a = 0, (3.2b)

λk−2(0, δ) < λk−1(π/2, δ) < τk−1(δ) < λk < λk−1(0, δ), if ac > 0, (3.2c)

λk−2(0, δ) < τk−1(δ) < λk < λk−1(π/2, δ) < λk−1(0, δ), if ac < 0. (3.2d)

Remark 3.2. Using Lemma 2.3 from Theorem 3.1 one can obtain the oscillatory
properties of eigenfunctions corresponding to all positive eigenvalues. For example, if
c = 0, then the function yk(x) (k ≥ 1 for δ ≤ δ0(π/2) and ka ≥ 2; k ≥ 2 for δ ≤ δ0(π/2)
and ka = 1, for δ0(π/2) < δ ≤ δ0(0) and for δ > δ0(0) and ka ≥ 3; k ≥ 3 for δ > δ0(0) and
ka ≤ 2) has exactly k − 1 simple zeros for k < ka, has either k − 2 or k − 1 simple zeros
in the interval (0, 1) for k ≥ ka.

4. Asymptotic formulas for eigenvalues and eigenfunctions of problems
(1.1), (1.2a) (1.2b), (1.2c′′), (1.2d) with q ≡ 0 and (1.1), (1.2)

Lemma 4.1. Let q ≡ 0 in Eq. (1.1). Then the following asymptotic formulas for the
eigenvalues and eigenfunctions of problem (1.1), (1.2a) (1.2b), (1.2c′′), (1.2d) with q ≡ 0
are valid:

4
√
τk(δ) =

(
k − 1 + 3 sgnβ

4

)
π

l
+O

(
1

k2

)
, if α = 0, c = 0, (4.1a)

4
√
τk(δ) =

(
k − 2 + 3 sgnβ

4

)
π

l
+

(1 + sgnβ) cotα

2kπ
+O

(
1

k2

)
, if α ∈ (0, π/2] , c = 0,

(4.1b)
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4
√
τk(δ) =

(
k − 2 + 3 sgnβ

4

)
π

l
+

a/c

kπ
+O

(
1

k2

)
, if α = 0, c ̸= 0, (4.1c)

4
√
τk(δ) =

(
k − 3(1+ sgnβ)

4

)
π
l +

2a/c+(1+sgnβ) cotα
2kπ +O

(
1
k2

)
,

if α ∈ (0, π/2] , c ̸= 0,

(4.1d)

vk, δ(x) =
√

1+ sgnβ
l

{
(1− sgnβ) sin 4

√
τk x− (−1)sgnβ cos 4

√
τk x+

(1− sgnβ) e−
4
√
τk x +O

(
1
k2

)}
, if α = 0, c = 0,

(4.2a)

vk, δ(x) =
√

2− sgnβ
l

{
sin 4

√
τk x− sgnβ · cos 4

√
τk x− sgnβ · e− 4

√
τk x+

sgnβ cotα
(2−sgnβ) 4

√
τk

sin 4
√
τk x− (1 + sgnβ) cotα

2 4
√
τk

cos 4
√
τk x+

(1 + sgnβ) cotα
2 4
√
τk

e−
4
√
τk x +O

(
1
k2

)}
, if α ∈ (0, π/2] , c = 0,

(4.2b)

vk, δ(x) =
√

1+ sgnβ
l

{
(1− sgnβ) sin 4

√
τk x− (−1)sgnβ cos 4

√
τk x+

(1− sgnβ) e−
4
√
τk x + (−1)k+1

(√
2
2

)sgnβ
e

4
√
τk (x−l)+

(−1)k+1
(√

2
2

)sgnβ
a/c
ρk

e
4
√
τk (x−l) +O

(
1
k2

)}
, if α = 0, c ̸= 0,

(4.2c)

vk, δ(x) =
√

2− sgnβ
l

{
sin 4

√
τk x− sgnβ · cos 4

√
τk x− sgnβ · e− 4

√
τk x+

(−1)k+1− sgnβ
(√

2
2

)1− sgnβ
e

4
√
τk (x−l) − sgnβ · cotα

ρk
sin 4

√
τk x−

cotα
(2−sgnβ)ρk

cos 4
√
τk x+ cotα

(2−sgnβ)ρk
e−

4
√
τk x+

+ (−1)k+sgnβ
(√

2
2

)1−sgnβ
a/c
ρk

eρk(x−l) + O
(

1
k2

)}
, if α ∈

(
0, π2

]
, c ̸= 0,

(4.2d)

where relations (4.2a)-(4.2d) hold uniformly for x ∈ [0, 1].
The proof of this lemma is similar to that of [3, Lemma 3.1].
By (4.1) from (4.2) by direct calculations we obtain

||vk, δ||22 = 1 +O
(
k−2

)
, (4.3)

where || · ||2 is the norm in L2(0, l).
We denote by Ψk(x), k ∈ N the normalized eigenfunction, corresponding to the eigen-

value τk of problem (1.1), (1.2a) (1.2b), (1.2c′), (1.2d) with q ≡ 0, i.e. Ψk(x) =
vk, δ(x)
||vk, δ||2 .

Then by (4.3) for Ψk(x) the asymptotic formulas (4.2a)-(4.2d) are valid.
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The function q0(x), x ∈ [0, l], and the number q0 we define as follows:

q0(x) =

x∫
0

q(t)dt, q0 =

l∫
0

q(t)dt.

Lemma 4.2. For the eigenvalues and eigenfunctions of problem (1.1), (1.2) we have
the following asymptotic formulas:

4
√

λk =

(
k − 5 + 3 sgnβ

4

)
π

l
+

q0
4kπ

+O

(
1

k2

)
, if α = 0, c = 0, (4.4a)

4
√
λk =

(
k − 6+3 sgnβ

4

)
π
l +

q0+2(1+sgnβ) cotα
4kπ +O

(
1
k2

)
,

if α ∈ (0, π/2] , c = 0,

(4.4b)

4
√

λk =

(
k − 6 + 3 sgnβ

4

)
π

l
+

q0 + 4a/c

4kπ
+O

(
1

k2

)
, if α = 0, c ̸= 0, (4.4c)

4
√
λk =

(
k − 7+3 sgnβ)

4

)
π
l +

q0+4a/c+2(1+sgnβ) cotα
4kπ +O

(
1
k2

)
,

if α ∈ (0, π/2] , c ̸= 0,

(4.4d)

yk(x) =
√

1+ sgnβ
l

{
(1− sgnβ) sin 4

√
λkx− (−1)sgnβ cos 4

√
λkx+

(1− sgnβ) e−
4√λkx + (−1)sgnβ (1− sgnβ)q0− q0(x)

4ϱk
sin 4

√
λkx−

(−1)sgnβ q0+(1− sgnβ)q0(x)
4ϱk

cos 4
√
λkx + (1− sgnβ) q0−q0(x)

4ϱk
e

4√λkx +O
(

1
k2

)}
,

if α = 0, c = 0,

(4.5a)

yk(x) =
√

2− sgnβ
l

{
sin 4

√
λkx− sgnβ · cos 4

√
λkx− sgnβ · e− 4√λkx−

sgnβ q0(x)+4 cotα
4ρk

sin 4
√
λkx − q0(x)+2(1+sgnβ) cotα

4ρk
cos 4

√
λkx+

sgnβ· q0(x)+2(1+sgnβ) cotα
4ρk

e−
4√λkx +O

(
1
k2

)}
, if α ∈ (0, π/2] , c = 0,

(4.5b)
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yk(x) =
√

1+sgnβ
l

{
(1− sgnβ) sin 4

√
λkx− (−1)sgnβ cos 4

√
λkx+

(1− sgnβ) e−
4√λkx + (−1)k+sgnβ

(√
2
2

)sgnβ
e

4√λk(x− l)+

(−1)sgnβ (1− sgnβ)(q0+4a/c)− q0(x)
4ϱk

sin 4
√
λkx−

(−1)sgnβ q0+4a/c+(1− sgnβ) q0(x)
4ϱk

cos 4
√
λkx+ (1− sgnβ) q0+4a/c−q0(x)

4ϱk
e−

4√λkx+

(−1)k+sgnβ
(√

2
2

)sgnβ
q0(x)
4ϱk

e
4√λk(x−l) +O

(
1
k2

)}
, if α = 0, c ̸= 0,

(4.5c)

yk(x) =
√

2−sgnβ
l

{
sin 4

√
λkx− sgnβ · cos 4

√
λkx− sgnβ · e− 4√λkx+

(−1)k+sgnβ
(√

2
2

)sgnβ
e

4√λk(x− l) − sgnβ 4 cotα+ q0(x)
4ϱk

sin 4
√
λkx−

q0(x)+2(1+sgnβ) cotα
4ϱk

cos 4
√
λkx+ sgnβ· q0(x)+ 4 cotα

4ϱk
e−

4√λkx

+(−1)k+sgnβ q0(x)−q0+4a/c
4ϱk

e
4√λk(x− l) +O

(
1
k2

)
, if α ∈ (0, π/2] , c ̸= 0,

(4.5d)

where relations (4.5a)-(4.5d) hold uniformly for x ∈ [0, 1].

The proof of this lemma is similar to that of [3, Lemma 3.2].

5. Uniform convergence of expansions in Fourier series of subsystems
of eigenfunctions of problem (1.1), (1.2)

Let

δk = ||yk||22 + σ−1m2
k. (5.1)

Since σ > 0 and mk ̸= 0 it follows from (5.1) that

δk > 0, k ∈ N. (5.2)

Theorem 5.1. Let r be the any fixed positive integer. Then the system {yk(x)}∞k=1, k ̸=r

of eigenfunctions of problem (1.1), (1.2) forms a basis in Lp(0, l), 1 < p < ∞, and for
p = 2 this basis is a Riesz basis. The system {uk(x)}∞k=1, k ̸=r, conjugate to the system
{yk(x)}∞k=1, k ̸=r, is defined by the equality:

uk(x) = δ−1
k

{
yk(x)−mkm

− 1
r yr(x)

}
, k ∈ N, k ̸= r, (5.3)

The proof of this theorem repeats the proof of Theorem 4.1 of [1].
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If r is an arbitrary fixed natural number, then by Theorem 5.1 the Fourier series
expansion

f(x) =
∞∑

k=1, k ̸=r

(f, uk) yk(x), (5.4)

in the system {yk(x)}∞k=1, k ̸=r of any continuous function f(x) on [0, 1] converges in Lp (0, l), 1 <
p < ∞, and converges unconditionally for p = 2.

The main result of this paper is the following theorem.
Theorem 5.1. Let r be the an arbitrary fixed positive integer, f(x) is continuous

function on the interval [0, l] and has uniformly convergent on [0, 1] Fourier series in the
system {Ψk(x)}∞k=1. Then the series (5.4) converges uniformly on [0, 1].

Proof. If α = β = 0 and c = 0 in boundary conditions (1.2a)-(1.2c) and (1.2c′′), then
it follows from (4.1a) and (4.2a) that for eigenvalues and eigenfunctions of problem (1.1),
(1.2a), (1.2b), (1.2c′′), (1.2d) with q ≡ 0 the following asymptotic formulas hold:

4
√

τk(δ) =

(
k − 1

4

)
π

l
+O

(
1

k2

)
, (5.5)

Ψk(x) =
√

1
l

{
sin
(
k − 1

4

)
π
l x− cos

(
k − 1

4

)
π
l x+ e−(k−

1
4)

π
l
x +O

(
1
k2

)}
, (5.6)

where (5.6) holds uniformly for x ∈ [0, l].
It follows from (4.4a) and (4.5a) that for eigenvalues and eigenfunctions of problem

(1.1), (1.2) with α = β = 0 and c = 0 the asymptotic formulas are valid:

4
√

λk =

(
k − 5

4

)
π

l
+

q0
4kπ

+O

(
1

k2

)
, (5.7)

yk(x) =
√

1
l

{
sin
(
k − 5

4

)
π
l x− cos

(
k − 5

4

)
π
l x+ e−(k−

5
4)

π
l
x+

(q0− q0(x))l+q0x
4kπ sin

(
k − 5

4

)
π
l x− (q0+q0(x))l−q0x

4kπ cos
(
k − 5

4

)
π
l x+

(q0−q0(x))l−q0x
4kπ e− (k− 5

4)
π
l
x +O

(
1
k2

)}
,

(5.8)

where (5.8) holds uniformly for x ∈ [0, l].
By asymptotic formulas (5.6) and (5.8) we have

yk(x) = Ψk−1(x) +
√

1
l

{
(q0− q0(x))l+q0x

4kπ sin
(
k − 5

4

)
π
l x− (q0+q0(x))l−q0x

4kπ ×

cos
(
k − 5

4

)
π
l x + (q0−q0(x))l−q0x

4kπ e− (k− 5
4)

π
l
x +O

(
1
k2

)}
.

(5.9)

In view of (5.8) we get

y′k(l) = (−1)k
√
2

√
1

l

(
q0
4

+O

(
1

k

))
,
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y′′k(l) = (−1)k
√
2

√
1

l

k2π2

l2

(
1 +

q0l − 10π

4kπ
+O

(
1

k2

))
,

which implies that

mk = ay′k(l) + cy′′k(l) = −
by′k(l) + dy′′k(l)

λk
= O

(
1

k2

)
. (5.10)

Direct calculations show that

||yk||22 = 1 +O

(
1

k2

)
. (5.11)

Then by (5.10) and (5.11) it follows from (5.1) that

δk = ||yk||22 + σ−1m2
k = 1 +O

(
1

k2

)
. (5.12)

Let r be the any fixed positive integer. By (5.10)-(5.12), from (5.3) we get

uk(x) = δ−1
k

{
yk(x)−mk mr

−1 yr(x)
}
= yk(x) +O

(
1

k2

)
. (5.13)

Note that for uniformly convergence of series (5.4) it is necessary and sufficient uniform
convergence of the series

∞∑
k= r+1

(f, uk)yk(x). (5.14)

By (5.13) we have

∞∑
k= r+1

(f, uk)yk(x) =
∞∑

k= r+1

(f, yk)yk(x) +
∞∑

k= r+1

O

(
1

k2

)
. (5.15)

it follows from (5.9) that

yk(x) = Φk−1(x) +O

(
1

k

)
. (5.16)

According to (5.16) we have

∞∑
k= r+1

(f, yk)yk(x) =
∞∑

k= r+1

(f, yk)Φk−1(x) +
∞∑

k= r+1

(f, yk)O
(
1
k

)
. (5.17)

Since {yk(x)}∞k=1, k ̸=r is a Riesz basis in L2(0, l) the following estimate holds

∞∑
k=l+1

∣∣(f, yk)O ( 1k)∣∣ ≤ const

{
∞∑

k=l+1

|(f, yk)|2 +
∞∑

k=l+1

1
k2

}
< +∞.
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Hence to study the uniform convergence of the series (5.14), it suffices to study the uniform
convergence of the series

∞∑
k= r+1

(f, yk)Ψk−1(x) (5.18)

Let

p1(x) =

√
1

l

(q0 − q0(x))l + q0x

4π
, p2(x) =

√
1

l

(q0 + q0(x))l − q0x

4π
,

p3(x) =

√
1

l

(q0 − q0(x))l − q0x

4π
, ek,1(x) = sin

(
k − 5

4

)
π

l
x, ek,2(x) = cos

(
k − 5

4

)
π

l
x,

ek,3(x) = e− (k− 5
4)

π
l
x, x ∈ [0, l].

Then by (5.9) we get

yk(x) = Ψk−1(x) + k−1p1(x)ek,1(x) + k−1p2(x) ek,2(x) + k−1p3(x) ek,3(x) +O

(
1

k2

)
,

whence implies that

∞∑
k= r+1

(f, yk)Φk−1(x) =
∞∑

k= r+1

(f,Φk−1) Φk−1(x)+

∞∑
k= r+1

k−1(fp1, ek,1) Φk−1(x) +
∞∑

k= r+1

k−1(fp2, ek,2) Φk−1(x)+

∞∑
k= r+1

k−1(fp3, ek,3) Φk−1(x) +
∞∑

k= r+1

O
(
k−2

)
Φk−1(x). (5.19)

By virtue of [14, Lemma 5] each of the systems {ek,j}∞k=1, j = 1, 2. 3, is a Bessel system.
Therefore, we have the following estimates

∞∑
k=l+1

∣∣∣∣(fpj , ek, j)k

∣∣∣∣ ≤ const

( ∞∑
k=l+1

1

k2
+

∞∑
k=l+1

|(fpj , ek, j)|2
)

≤ const (1+||f ||22), j = 1, 2, 3.

By virtue of the condition of this theorem the series
∞∑

k= r+1

(f,Φk−1) Φk−1(x) converges

uniformly on the interval [0, 1]. Then, as seen from (5.19), the series (5.18) converges
uniformly on [0, 1].

The rest cases are treated in a similar way. The proof of this theorem is complete.
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An Inverse Boundary Value Problem for the Boussinesq-
Love Equation with Periodic and Integral Condition

S.I. Allahverdiyeva

Abstract. The work is devoted to the study of the solvability of an inverse boundary value prob-
lem with an unknown time-dependent coefficient for the Boussinesq-Love equation with Nonlocal
Integral Condition . The goal of the paper consists of the determination of the unknown coefficient
together with the solution. The problem is considered in a rectangular domain. The definition of
the classical solution of the problem is given. First, the given problem is reduced to an equivalent
problem in a certain sense. Then, using the Fourier method the equivalent problem is reduced to
solving the system of integral equations. Thus, the solution of an auxiliary inverse boundary value
problem reduces to a system of three nonlinear integro-differential equations for unknown functions.
Concrete Banach space is constructed. Further, in the ball from the constructed Banach space by
the contraction mapping principle, the solvability of the system of nonlinear integro-differential
equations is proved. This solution is also a unique solution to the equivalent problem. Finally, by
equivalence, the theorem of existence and uniqueness of a classical solution to the given problem
is proved.

Key Words and Phrases: Inverse problems, hyperbolic equations, nonlocal integral condition;
classical solution, existence, uniqueness.
2010 Mathematics Subject Classifications: Primary 35R30, 35L10, 35L70; Secondary 35A01,
35A02, 35A09.

1. Introduction*

There are many cases where the needs of the practice bring about the problems of de-
termining coefficients or the right hand side of differential equations from some knowledge
of its solutions. Such problems are called inverse boundary value problems of mathematical
physics. Inverse boundary value problems arise in various areas of human activity such as
seismology, mineral exploration, biology, medicine, quality control in industry etc., which
makes them an active field of contemporary mathematics. Inverse problems for various
types of PDEs have been studied in many papers. Among them we should mention the
papers of A.N. Tikhonov [1], M.M. Lavrentyev [2, 3], V.K. Ivanov [4] and their followers.
For a comprehensive overview, the reader should see the monograph by A.M. Denisov [5].

In this paper we prove existence and uniqueness of the solution to an inverse boundary
value problem for the Boussinesq-Love equation modeling the longitudinal waves in an
elastic bar with the transverse inertia.

http://www.cjamee.org 15 © 2013 CJAMEE All rights reserved.
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2. Problem statement and its reduction to an equivalent problem

Let T > 0 be some fixed number and denote by DT := {(x, t) : 0 ≤ x ≤ 1, 0 ≤ t ≤ T}.
Consider the one-dimensional inverse problem of identifying an unknown pair of functions
{u(x, t) , a(t)} for the following Boussinesq-Love equation [6 ]

utt(x, t)− uttxx(x, t)− αutxx(x, t)− βuxx(x, t) = a(t)u(t, x) + f(x, t) (1)

with the nonlocal initial conditions

u(x, 0) = φ(x) +

T∫
0

p(t)u(x, t)dt, ut(x, 0) = ψ(x), x ∈ [0, 1], (2)

periodic boundary condition

u(0, t) = u(1, t), t ∈ [0, T ], (3)

nonlocal integral condition

1∫
0

u(x, t)dx = 0, t ∈ [0, T ], (4)

and over determination condition

u(x0, t) = h(t), t ∈ [0, T ]. (5)

Where x0 ∈ (0, 1),α > 0, β > 0 the given numbers,f(x, t), φ(x), ψ(x), p(t) , and h(t) are
given sufficiently smooth functions of x ∈ [0, 1] and t ∈ [0, T ].
We introduce the following set of functions

C̃(2,2)(DT ) =
{
u(x, t) : u(x, t) ∈ C2(DT ), uxx(x, t), utxx(x, t), uttxx(x, t) ∈ C(DT )

}
.

Definition 1. The pair {u(x, t) , a(t)} is said to be a classical solution to the problem
(??)-(??), if the functions u(x, t) ∈ C̃(2,2)(DT ) and a(t) ∈ C[0, T ] satisfies an equation
(??)in the region DT , the condition (??)on [0, 1], and the statements (??)-(??)on the
interval [0, T ].

In order to investigate the problem (??)- (??), first we consider the following auxiliary
problem

y′′(t) = a(t)y(t), t ∈ [0, T ], (6)

y(0) =

T∫
0

p(t)y(t)dt, y′(0) = 0, (7)

where p(t), a(t) ∈ C[0, T ] are given functions, and y = y(t) is desired function. Moreover,
by the solution of the problem (??), (??), we mean a function y(t) belonging to C2[0, T ]
and satisfying the conditions (??), (??) in the usual sense.
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Lemma 1. [7] Assume that p(t) ∈ C[0, T ], a(t) ∈ C[0, T ], ∥a(t)∥C[0,T ] ≤ R = const, and
the condition (

∥p(t)∥C[0,T ] +
T

2
R

)
T < 1

hold. Then the problem (??), (??) has a unique trivial solution.

Now along with the inverse boundary-value problem (??)-(??), we consider the follow-
ing auxiliary inverse boundary-value problem: It is required to determine a pair {u(x, t), a(t)}
of functions u(x, t) ∈ C̃(2,2)(DT ) and a(t) ∈ C[0, T ], from relations (??)-(??), and

ux(0, t) = ux(1, t), t ∈ [0, T ]. (8)

h′′(t)− uttxx(x0, t)− αutxx(x0, t)− βuxx(x0, t) = a(t)h(t) + f(x0, t), t ∈ [0, T ]. (9)

The following lemma is valid

Theorem 1. Suppose that φ(x), ψ(x) ∈ C1[0, 1], φ(1) = φ′(0), ψ(1) = ψ′(0), p(t) ∈
C[0, T ] , p(t) ≤ 0, t ∈ [0, T ], h(t) ∈ C2[0, T ], h(t) ̸= 0, t ∈ [0, T ], f(x, t) ∈ C(DT ),
1∫
0

f(x, t)dx = 0, t ∈ [0, T ], α2

4 − β > 0, and the compatibility conditions

1∫
0

φ(x)dx = 0,

1∫
0

ψ(x)dx = 0, (10)

h(0) =

T∫
0

p(t)h(t)dt+ φ(x0), h′(0) = ψ(0) (11)

holds. Then the following assertions are valid:

1. each classical solution {u(x, t), a(t)} of the problem (??)-(??) is a solution of problem
(??)-(??), (??), (??), as well;

2. each solution {u(x, t), a(t)} of the problem (??)-(??), (??), (??), if(
∥p(t)∥C[0,T ] +

T

2
∥a(t)∥C[0,T ]

)
T < 1, (12)

is a classical solution of problem (??)-(??).

Proof. Let {u(x, t), a(t)} be any classical solution to problem (??)-(??). By integrating
both sides of equation (??) with respect to x from 0 to 1, we find

d2

dt2

1∫
0

u(x, t)dx− (uttx(1, t)− uttx(0, t))− α(utx(1, t)− utx(0, t))− β(ux(1, t)− ux(0, t))
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= a(t)

1∫
0

u(x, t)dx+

1∫
0

f(x, t)dx, t ∈ [0, T ]. (13)

Using the fact that
1∫
0

f(x, t)dx = 0 , t ∈ [0, T ], and the conditions (??), (??), we find

that :

uttx(1, t)− uttx(0, t) + α (utx(1, t)− utx(0, t)) + β (ux(1, t)− ux(0, t)) = 0, t ∈ [0, T ]. (14)

It’s obvious that the general solution of equation (2.14) has the form:

ux(1, t)− ux(0, t) = c1e
µ1t + c2e

µ2t, (15)

where c1, c2 are the unknown number and

µ1 = −α
2
−
√
α2

4
− β , µ2 = −α

2
+

√
α2

4
− β .

By (??) and φ′(??) = φ′(0), ψ′(??) = ψ′(0) we obtain:

ux(1, 0)− ux(0, 0)−
T∫
0

p(t) (ux(1, t)− ux(0, t)) dt

= ux(1, 0)−
T∫
0

p(t)ux(1, t)dt−

ux(0, 0)− T∫
0

p(t)ux(0, t)dt


= φ′(1)− φ′(0) = 0, utx(1, 0)− utx(0, 0) = ψ′(1)− ψ′(0) = 0. (16)

Using (??) and (??) we obtain

c1 + c2 −
T∫
0

p(t)
(
c1e

µ1t + c2 e
µ2t
)
dt = 0, c1µ1 + c2µ2 = 0 .

Hence we find:

c2 = −µ1
µ2

c1, c1

µ2 − µ1 −
T∫
0

p(t)
(
(µ2 − µ1)e

µ1t − µ1(e
µ2t − eµ1t)

)
dt

 = 0.

By p(t) ≤ 0 , µ2 − µ1 = 2
√

α2

4 − β > 0, from the latter relations we have c1 = c2 = 0.

Putting the value of c1 = c2 = 0 in (2.15), we get that the problem (2.14), (2.16) has
only the trivial solution, i.e. we conclude that the statement (??) is true.

Substituting x = x0 in equation (??)we find:

utt(x0, t)−uttxx(x0, t)−αutxx(x0, t)−βuxx(x0, t) = a(t)u(x0, t)+f(x0, t) , t ∈ [0, T ], (17)
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Assume now that h(t) ∈ C2[0, T ]. Differentiating (??)twice, we get

utt(x0, t) = h′′(t) , t ∈ [0, T ]. (18)

From (2.17), taking into account (??) and (2.18), we conclude that the relation (??)
is fulfilled.

Now, assume that {u(x, t) , a(t)} is the solution to problem (??)-(??), (2.8), (2.9).

Then from (??), taking into account the condition
1∫
0

f(x, t)dx = 0, t ∈ [0, T ] and relations

(??), (??) we have

d2

dt2

1∫
0

u(x, t)dx = a(t)

1∫
0

u(x, t)dx, t ∈ [0, T ]. (19)

Furthermore, from (??)and (??)it is easy to see that

1∫
0

u(x, 0)dx−
T∫
0

p(t)

 1∫
0

u(x, t)dx

 dt

=

1∫
0

u(x, 0)− T∫
0

p(t)u(x, t)dt

 dx =

1∫
0

φ(x)dx = 0,

1∫
0

ut(x, 0)dx =

1∫
0

ψ(x)dx = 0. (20)

Since, by Lemma ??, problem (2.19), (2.20) has only a trivial solution. It means that
1∫
0

u(x, t)dx = 0, t ∈ [0, T ], i.e. the condition (??) is satisfied.

Next, from (??) and (2.17), we obtain

d2

dt2
(u(x0, t)− h(t)) = a(t)(u(x0, t)− h(t)), 0 ≤ t ≤ T. (21)

By virtue of (??)and the compatibility conditions (??), we have

u(x0, 0)− h(0)−
T∫
0

p(t)(u(x0, t)− h(t))dt

= u(x0, 0)−
T∫
0

p(t)u(x0, t)dt−

h(0)− T∫
0

p(t)h(t)dt


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= φ(x0)−

h(0)− T∫
0

p(t)h(t)dt

 = 0, ut(x0, 0)− h′(0) = 0. (22)

Using Lemma ??, and relations (2.21), (2.22), we conclude that condition (??) is
satisfied. The theorem is proved.

3. Existence and uniqueness of the classical solution to the inverse
boundary value problem

It is known [8] that the system

1, cosλ1x, sinλ1x, ..., cosλkx, sinλkx, ... (23)

is a basis in L2(0, 1), where λk = 2kπ (k = 1, 2, ...).

Then the first component of classical solution {u(x, t) , a(t)} of the problem (??)-(??),
(??), (??) has the form:

u(x, t) =
∞∑
k=0

u1k(t) cosλkx+
∞∑
k=1

u2k(t) sinλkx, λk = 2πk, (24)

where

u10(t) =

1∫
0

u(x, t)dx,

u1k(t) = 2

1∫
0

u(x, t) cosλkxdx, k = 1, 2, ...,

u2k(t) = 2

1∫
0

u(x, t) sinλkxdx, k = 1, 2, .....

Then, applying the formal scheme of the Fourier method, from (??)-(??)we have

u′′10(t) = F10(t; u, a), 0 ≤ t ≤ T, (25)

(1 + λ2k)u
′′
ik(t) + αλ2ku

′
ik(t) + βλ2kuik(t) = Fik(t; u, a), (26)

i = 1, 2; k = 0, 1, 2 . . . ; 0 ≤ t ≤ T,

u10(0) = φ10 +

T∫
0

p(t)u10(t)dt, , u′10(0) = ψ10 , (27)
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uik(0) = φik +

T∫
0

p(t)uik(t)dt, u′ik(0) = ψik, i = 1, 2; k = 1, 2 . . . . (28)

where
F1k(t) = a(t)u1k(t) + f1k(t), k = 0, 1, ... ,

f10(t) =

1∫
0

f(x, t)dx, f1k(t) = 2

1∫
0

f(x, t) cosλkxdx, k = 1, 2, ...,

φ10 =

1∫
0

φ(x)dx, ψ10 = 2

1∫
0

ψ(x)dx,

φ1k = 2

1∫
0

φ(x) cosλkxdx, ψ1k = 2

1∫
0

ψ(x) cosλkxdx, k = 0, 1, ...,

F2k(t) = a(t)u2k(t) + f2k(t), f2k(t) = 2

1∫
0

f(x, t) sinλkxdx, k = 1, 2, ...,

φ2k = 2

1∫
0

φ(x) sinλkxdx, k = 1, 2, ..., ψ2k = 2

1∫
0

ψ(x) sinλkxdx, k = 1, 2, ....

It is obvious that λ2k < 1 + λ2k < 2λ2k (k = 1, 2, ...). Therefore

α2

8
− β <

α2λ2k
4(1 + λ2k)

− β <
α2

4
− β (k = 1, 2, ...).

Now suppose that α2

8 − β > 0. Solving the problem (3.3)–(3.6), we fin

u10(t) = φ10 +

T∫
0

p(t)u10(t)dt+ tψ10 +

t∫
0

(t− τ)F10(τ ; u, a)dτ, (29)

uik(t) =
1

γk

(µ2keµ1kt − µ1ke
µ2kt
)φik +

T∫
0

p(t)uik(t)dt

+
(
eµ2kt − eµ1kt

)
ψik

+
1

1 + λ2k

t∫
0

Fik(τ ;u, a)
(
eµ2k(t−τ) − eµ1k(t−τ)

)
dτ

 (30)

(0 ≤ t ≤ T ; i = 1, 2; k = 1, 2, ...),
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where

µ1k = −
αλ2k

2(1 + λ2k)
− λk

√
α2λ2k

4(1 + λ2k)
2
− β

1 + λ2k
,

µ2k = −
αλ2k

2(1 + λ2k)
+ λk

√
α2λ2k

4(1 + λ2k)
2
− β

1 + λ2k
,

γk = µ2k − µ1k = 2λk

√
α2λ2k

4(1 + λ2k)
2
− β

1 + λ2k
.

Differentiating (3.8) twice, we get:

u′ik(t) =
1

γk

µ1kµ2k (eµ1kt − eµ2kt
)φik +

T∫
0

P2(t)uik(t)dt

 +
(
µ2ke

µ2kt − µ1ke
µ1kt
)
ψik

+
1

1 + λ2k

t∫
0

Fik(τ ;u, a)
(
µ2ke

µ2k(t−τ)− µ1ke
µ1k(t−τ)

)
dτ
]

(31)

(0 ≤ t ≤ T ; i = 1, 2; k = 1, 2, ...),

u′′ik(t) =
1

γk

[
µ1kµ2k

(
µ1ke

µ1kt − µ2ke
µ2kt
) φik +

T∫
0

P2(t)uik(t)dt


+
(
µ22ke

µ2kt − µ21ke
µ1kt
)
ψik +

1

1 + λ2k

t∫
0

Fik(τ ;u, a, b)
(
µ22ke

µ2k(t−τ)

− µ21ke
µ1k(t−τ)

)
dτ
]
+

1

1 + λ2k
Fik( t;u, a, b) ( k = 1, 2, ...). (32)

To determine the first component of the classical solution to the problem (??)-(??),
(??), (??) we substitute the expressions uik(t) (i = 1, 2; k = 0, 1, ...) into (3.2) and obtain

u(x, t) = φ10 + t

ψ10 +

T∫
0

p(t)u10(t)dt

+

t∫
0

(t− τ)F10(τ ;u, a)dτ

+
∞∑
k=1

 1

γk

(µ2keµ1kt − µ1ke
µ2kt
)φ1k +

T∫
0

P2(t)u1k(t)dt

+
(
eµ2kt − eµ1kt

)
ψ1k

+
1

1 + λ2k

t∫
0

F1k(τ ;u, a)
(
eµ2k(t−τ) − eµ1k(t−τ)

)
dτ

 cosλkx
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+
∞∑
k=1

 1

γk

(µ2keµ1kt − µ1ke
µ2kt
)φ2k +

T∫
0

P2(t)u2k(t)dt

+
(
eµ2kt − eµ1kt

)
ψ2k

+
1

1 + λ2k

t∫
0

F2k(τ ;u, a)
(
eµ2k(t−τ) − eµ1k(t−τ)

)
dτ

 sinλkx. (33)

It follows from (??) and (3.2) that

a(t) = [h(t)]−1

{
h′′(t)− f(x0, t) +

∞∑
k=1

(λ2ku
′′
1k(t) + αλ2ku

′
1k(t) + β λ2ku1k(t)) cosλkx0

+

∞∑
k=1

(λ2ku
′′
2k(t) + αλ2ku

′
2k(t) + β λ2ku2k(t)) sinλkx0

}
. (34)

By (3.4) and (3.10) we have:

λ2k u
′′
ik(t) + αλ2ku

′
ik(t) + βλ2kuik(t) = Fik( τ ;u, a)− u′′ik(t)

= − 1

γk
[µ1kµ2k

(
µ1ke

µ1kt − µ2ke
µ2kt
)φik +

T∫
0

p(t)uik(t)dt

+
(
µ22ke

µ2kt − µ21ke
µ1kt
)
ψik

+
1

1 + λ2k

t∫
0

Fik(τ ;u, a)
(
µ22ke

µ2k(t−τ)− µ21ke
µ1k(t−τ)

)
dτ
]

+
λ2k

1 + λ2k
Fik( t;u, a) (0 ≤ t ≤ T ; i = 1, 2; k = 1, 2, ...). (35)

By substituting expression (3.13) into (3.12), we obtain the equation for the second
component of the solution to problem (??)- (??), (??), (??):

a(t) = [h(t)]−1

{
h′′(t)− f(x0, t)

−
∞∑
k=1

[
1

γk
[µ1kµ2k

(
µ1ke

µ1kt − µ2ke
µ2kt
)φ1k +

T∫
0

p(t)u1k(t)dt


+
(
µ22ke

µ2kt − µ21ke
µ1kt
)
ψ1k +

1

1 + λ2k

t∫
0

F1k(τ ;u, a)
(
µ22ke

µ2k(t−τ)− µ21ke
µ1k(t−τ)

)
dτ
]

−
λ2k

1 + λ2k
F1k( t;u, a)

]
cosλkxo −

∞∑
k=1

[
1

γk
[µ1kµ2k

(
µ1ke

µ1kt − µ2ke
µ2kt
)
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×

φ2k +

T∫
0

p(t)u2k(t)dt

+
(
µ22ke

µ2kt − µ21ke
µ1kt
)
ψ2k

+
1

1 + λ2k

t∫
0

F2k(τ ;u, a)
(
µ22ke

µ2k(t−τ)− µ21ke
µ1k(t−τ)

)
dτ
]

−
λ2k

1 + λ2k
F2k( t;u, a)

]
sinλkxo .

(36)

Thus, the solution of problem (??)- (??), (??), (??)was reduced to the solution of
system (3.11), (3.14) with respect to unknown functions u(x, t) and a(t).

Lemma 2. If {u(x, t), a(t)} is any solution to problem (??)- (??), (??), (??), then the
functions

u10(t) =

1∫
0

u(x, t)dx,

u1k(t) = 2

1∫
0

u(x, t) cosλkxdx, k = 1, 2, ...,

u2k(t) = 2

1∫
0

u(x, t) sinλkxdx, k = 1, 2, .....,

satisfies the system (3.7), (3.8) in C[0, T ].

It follows from Lemma ?? that

Corollary 1. Let system (3.11), (3.14) have a unique solution. Then problem (??)- (??),
(??), (??)cannot have more than one solution, i.e. if the problem (??)- (??), (??), (??)has
a solution, then it is unique.

With the purpose to study the problem (??)- (??), (??), (??), we consider the following
functional spaces.

Denote by B3
2,T [9] a set of all functions of the form

u(x, t) =
∞∑
k=0

u1k(t) cosλkx+
∞∑
k=1

u2k(t) sinλkx, λk = 2πk,

considered in the regionDT , where each of the function u1k(t) (k = 0, 1, 2, ...), u2k(t) (k =
1, 2, ...) is continuous over an interval [0 , T ] and satisfies the following condition:

J(u) ≡ ∥u10(t) ∥C[0 , T ] +

{ ∞∑
k=1

(
λ3k ∥u1k(t) ∥C[0 , T ]

)2} 1
2
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+

{ ∞∑
k=1

(
λ3k ∥u2k(t) ∥C[0 , T ]

)2} 1
2

< +∞ .

The norm in this set is defined by

∥u(x, t) ∥B3
2,T

= J(u) .

It is known that B3
2,T is Banach .

Obviously, E3
T = B3

2,T×C[0, T ] with the norm ∥z(x, t)∥E3
,T

= ∥u(x, t)∥B3
2,T

+∥a(t)∥C[0,T ]

is also Banach space.

Now consider the operator

Φ(u, a) = {Φ1(u, a) , Φ2(u, a) } ,

in the space E3
T , where

Φ1(u, a) = ũ(x, t) ≡
∞∑
k=0

ũ1k(t) cosλkx+
∞∑
k=1

ũ2k(t) sinλkx ,Φ2(u, a) = ã(t)

and the functions ũ10(t) ,ũik(t), i = 1, 2; k = 1, 2, ... , and ã(t) are equal to the right-hand
sides of (3.7), (3.8), and (3.14), respectively.

It is easy to see that

µik < 0, eµikt < 1, eµik(t−τ) < 1 , (i = 1, 2; 0 ≤ t ≤ T ; 0 ≤ τ ≤ t)

|µik| ≤ λk

(
αλk

2(1 + λ2k)
+

√
α2λ2k

4(1 + λ2k)
2
− β

1 + λ2k

)
≤ αλk

1 + λ2k
≤ α (i = 1, 2),

|µ1kµ2k| ≤
βλk

1 + λ2k
≤ β,

1

γk
=

1

2

√
λ2
k

1+λ2
k

(
α2λ2

k

4(1+λ2
k)

2 − β
) ≤ 1

2

√
1
2

(
α2

8 − β
) ≡ γ0 .

Taking into account these relations, by means of simple transformations we find:

∥ũ10(t)∥C[0,T ] ≤ |φ10|+ T ∥p(t)∥C[0,T ] ∥u10(t)∥C[0,T ] + T |ψ10|

+T
√
T

 T∫
0

|f10(τ)|2 dτ


1
2

+ T 2 ∥a(t)∥C[0,T ] ∥u10(t)∥C[0,T ] , (37)

( ∞∑
k=1

(λ3k ∥ũik(t)∥C[0,T ])
2

) 1
2

≤
√
5αγ0

( ∞∑
k=1

(λ3k |φik|)2
) 1

2
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+
√
5γ0

( ∞∑
k=1

(λ3k |ψik|)2
) 1

2

+ γ0
√
5T

 T∫
0

∞∑
k=1

(λ3k |fik(τ)|)2dτ


1
2

+
√
5Tγ0

(
∥p(t)∥C[0,T ] + ∥a(t)∥C[0,T ]

)( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

, (38)

∥ã(t)∥C[0,T ] ≤
∥∥[h(t)]−1

∥∥
C[0,T ]

{∥∥h′′(t)− f(x0, t)
∥∥
C[0,T ]

+

( ∞∑
k=1

λ−2
k

) 1
2 2∑

i=1

2αβγ0( ∞∑
k=1

(λ3k |φik|)2
) 1

2

+2α2γ0

( ∞∑
k=1

(λ3k |ψik|)2
) 1

2

+ 2α2γ0T ∥p(t)∥C[0,T ]

( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

+2α2γ0
√
T

 T∫
0

∞∑
k=1

(λ3k |fik(τ)|)2dτ


1
2

+ 2α2γ0T ∥a(t)∥C[0,T ]

( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

+

( ∞∑
k=1

(λk ∥fik(t)∥C[0,T ])
2

) 1
2

+ ∥a(t)∥C[0,T ]

( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

 . (39)

Suppose that the data for problem (??)-(??), (??), (??) satisfy the assumptions:

1. φ(x) ∈ C2[0, 1] , φ′′′(x) ∈ L2(0, 1), φ(0) = φ(??) , φ′(0) = φ′(??) , φ′′(0) = φ′′(??) ;

2. ψ(x) ∈ C2[0, 1] , ψ′′′(x) ∈ L2(0, 1), ψ(0) = ψ(??) , ψ′(0) = ψ′(??) , ψ′′(0) = ψ′′(??) ;

3. f(x, t), fx(x, t), fxx(x, t) ∈ C(DT ) , fxxx(x, t) ∈ L2(DT ), f(0, t) = f(1, t) ,

fx(0, t) = fx(1, t) fxx(0, t) = fxx(1, t) , 0 ≤ t ≤ T ;

4. p(t) ∈ C[0, T ] , h(t) ∈ C2[0, T ] , h(t) ̸= 0, 0 ≤ t ≤ T.

5. α > 0, β > 0, α2

8 − β > 0.

Then from (3.15)-(3.17) we correspondingly find

∥ũ0(t)∥C[0,T ] ≤ ∥φ(x)∥L2(0,1)
+ T ∥ψ(x)∥L2(0,1)

+ T
√
T ∥f(x, t)∥L2(0,1)

+T ∥p(t)∥C[0,T ] ∥u10(t)∥C[0,T ] + T 2 ∥a(t)∥C[0,T ] ∥u10(t)∥C[0,T ] , (40){ ∞∑
k=1

(
λ3k ∥ ũik(t) ∥C[0 , T ]

)2} 1
2

≤ 2
√
5αγ0

∥∥φ′′′(x)
∥∥
L2(0,1)
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+2
√
5γ0

∥∥ψ′′′(x)
∥∥
L2(0,1)

+ 2γ0
√
5T ∥fxxx(x, t)∥L2(DT )

+
√
5Tγ0 ∥p(t)∥C[0,T ]

2∑
i=1

( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

+
√
5Tγ0 ∥a(t)∥C[0,T ]

2∑
i=1

( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

, (41)

∥ã(t)∥C[0,T ] ≤
∥∥[h(t)]−1

∥∥
C[0,T ]

∥∥h′′(t)− f(0, t)
∥∥
C[0,T ]

+

( ∞∑
k=1

λ−2
k

) 1
2

×
[
4αβγ0

∥∥φ′′′(x)
∥∥
L2(0,1)

+ 4α2γ0
∥∥ψ′′′(x)

∥∥
L2(0,1)

+ 4α2γ0
√
T ∥fxxx(x, t)∥L2(DT )

+4α2γ0T
(
∥p(t)∥C[0,T ] + ∥a(t)∥C[0,T ]

)( ∞∑
k=1

(λ3k ∥uk(t)∥C[0,T ])
2

) 1
2

+2
∥∥∥∥fx(x, t)∥C[0,T ]

∥∥∥
L2(0,1)

+ 2 ∥a(t)∥C[0,T ]

( ∞∑
k=1

(λ3k ∥uk(t)∥C[0,T ])
2

) 1
2

 . (42)

It follows from (3.18) and (3.19) that

∥ũ(x, t)∥B3
2,T

≤ A1(T ) +B1(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B3
2,T

+ C1(T ) ∥u(x, t)∥B3
2,T
, (43)

where
A1(T ) = ∥φ(x)∥L2(0,1)

+ T ∥ψ(x)∥L2(0,1)
+ T

√
T ∥f(x, t)∥L2(DT )

+2
√
5αγ0

∥∥φ′′′(x)
∥∥
L2(0,1)

+ 2
√
5γ0

∥∥ψ′′′(x)
∥∥
L2(0,1)

+ 2γ0
√
5T ∥fxxx(x, t)∥L2(DT ) ,

B1(T ) = T 2 + γ0
√
5T,

C1(T ) = T (T +
√
5γ0) ∥p(t)∥C[0,T ] .

Further from (3.20), we may also write

∥ã(t)∥C[0,T ] ≤ A2(T ) +B2(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B3
2,T

+ C2(T ) ∥u(x, t)∥B3
2,T
, (44)

where

A2(T ) =
∥∥ [h(t)]−1

∥∥
C[0,T ]

{
∥∥h′′(t)− f(0, t))

∥∥
C[0,T ]

+

( ∞∑
k=1

λ−2
k

) 1
2 [

4αβγ0
∥∥φ′′′(x)

∥∥
L2(0,1)

+4α2γ0
∥∥ψ′′′(x)

∥∥
L2(0,1)

+ 4α2γ0
√
T ∥fxxx(x, t)∥L2(DT ) + 2

∥∥∥∥fx(x, t)∥C[0,T ]

∥∥∥
L2(0,1)

]}
,
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B2(T ) =
∥∥ [h(t)]−1

∥∥
C[0,T ]

( ∞∑
k=1

(λ−2
k )

) 1
2 (

2α2γ0T + 1

)
,

C2(T ) =
∥∥ [h(t)]−1

∥∥
C[0,T ]

( ∞∑
k=1

(λ−2
k )

) 1
2

T ∥p(t)∥C[0,T ] .

From the inequalities (3.21) and (3.22), we conclude that

∥ũ(x, t)∥B3
2,T

+ ∥ã(t)∥C[0,T ]

≤ A(T ) +B(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B3
2,T

+ C(T ) ∥u(x, t)∥B3
2,T
, (45)

where

A(T ) = A1(T ) +A2(T ), B(T ) = B1(T ) +B2(T ), C(T ) = C1(T ) + C2(T ).

Thus, we can prove the following theorem:

Theorem 2. Assume that statements A)-E) and the condition

(B(T )(A(T ) + 2) + C(T ))(A(T ) + 2) < 1 , (46)

holds, then problem (??)-(??), (??), (??)has a unique solution in the ball K = KR(∥z∥E3
T
≤

R ≤ A(T ) + 2) of the space E3
T .

Proof. In the space E3
T , consider the operator equation

z = Φz , (47)

where z = {u, a}, and the components Φi(u, a) (i = 1, 2) , of operator Φ(u, a) defined by
the right sides of (3.11) and (3.14), respectively and the following inequalities hold:

∥Φz∥E3
T
≤ A(T ) +B(T ) ∥a(t)∥C[0,T ] ∥u(x, t)∥B3

2,T
+ C(T ) ∥u(x, t)∥B3

2,T

≤ A(T ) +B(T )R2 + C(T )R = A(T ) + (B(T )(A(T ) + 2) + C(T ))(A(T ) + 2) , (48)

∥Φz1 − Φz2∥E3
T
≤ B(T )R(∥u1(x, t)− u2(x, t)∥B3

2,T
+ ∥a1(t)− a2(t)∥C[0,T ])

+C(T ) ∥u1(x, t)− u2(x, t)∥B3
2,T

, (49)

Then it follows from (3.24), (3.26), and (3.27) that the operator Φ acts in the ball
K = KR, and satisfy the conditions of the contraction mapping principle. Therefore the
operator Φ has a unique fixed point {z} = {u , a} in the ball K = KR, which is a solution
of equation (3.25); i.e. the pair {u, a} is the unique solution of the systems (3.11) and
(3.14) in K = KR.

Then the function u(x, t) as an element of space B3
2,T is continuous and has continuous

derivatives ux(x, t) and uxx(x, t) in DT .
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Now from (3.9) it is obvious that u′ik(t) (i = 1, 2; k = 1, 2, ...) is continuous in [0, T ]
and from the same relation we get:( ∞∑

k=1

(λ3k
∥∥u′ik(t)∥∥C[0,T ]

)2

) 1
2

≤ 2
√
5βγ0

∥∥φ′′′(x)
∥∥
L2(0,1)

+2
√
5α
∥∥ψ′′′(x)

∥∥
L2(0,1)

+ 2α
√
5T ∥fxxx(x, t)∥L2(DT )

+2α
√
5T
(
∥p(t)∥C[0,T ] + ∥a(t)∥C[0,T ]

)( ∞∑
k=1

(λ3k ∥uk(t)∥C[0,T ])
2

) 1
2

.

Hence, it follows that ut(x, t), utx(x, t), utxx(x, t) are continuous in DT .
Next, from (3.4) it follows that u′′ik(t) (i = 1, 2; k = 1, 2, ...) is continuous in [0, T ] and

consequently we have:( ∞∑
k=1

(λk
∥∥u′′ik(t)∥∥C[0,T ]

)2

) 1
2

≤ 2α

( ∞∑
k=1

(λ3k
∥∥u′ik(t)∥∥C[0,T ]

)2

) 1
2

+2β

( ∞∑
k=1

(λ3k ∥uik(t)∥C[0,T ])
2

) 1
2

+ 2
∥∥∥∥fx(x, t) + a(t)ux(x, t)∥C[0,T ]

∥∥∥
L(0,1)

.

From the last relation it is obvious that utt(x, t), uttx(x, t), uttxx(x, t)are continuous in DT .
It is easy to verify that equation (??)and conditions (??), (??), (??), (??)satisfy in the

usual sense. So, {u(x, t), a(t)} is a solution of (??)-(??), (??), (??), and by Lemma ?? it
is unique in the ball K = KR. The proof is complete.

In summary, from Theorem ?? and Theorem ??, straightforward implies the unique
solvability of the original problem (??)- (??).

Theorem 3. Suppose that all assumptions of Theorem ??, and the conditions

1∫
0

φ(x)dx = 0,

1∫
0

ψ(x)dx = 0,

1∫
0

f(x, t)dx = 0, t ∈ [0, T ], p(t) ≤ 0, t ∈ [0, T ],

h(0) =

T∫
0

p(t)h(t)dt+ φ(x0), h′(0) = ψ(0)

(
∥p(t)∥C[0,T ] +

1

2
(A(T ) + 2)

)
T < 1,

holds. Then problem (??)- (??)has a unique classical solution in the ball K = KR(∥z∥E3
T
≤

A(T ) + 2) of the space E3
T .
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On the Basicity of Eigenfunctions of a Non-self-adjoint
Spectral Problem with a Spectral Parameter in the
Boundary Condition in Lebesgue Spaces

T.B. Gasymov∗, U.G. Hashimova, R.J. Taghiyeva

Abstract. In this work we consider the following spectral problem

−y′′ + q (x) y = λy, x ∈ (0, 1) ,

y(0) = 0
y′(0) = (aλ+ b)y(1)

}
,

where q(x) is a complex-valued summable function, λ is a spectral parameter, a and b are arbitrary
complex numbers ( a 6= 0). We prove theorems on the basicity of eigenfunctions and associated
functions of the spectral problem in the Lebesgue spaces Lp(0, 1) ⊕ C and Lp (0, 1) , 1 < p < ∞,
as well as in their weighted analogs with a general weight function satisfying the Mackenhaupt
condition.

Key Words and Phrases: eigenvalues, eigenunctions, complete and minimal system, basicity.

2010 Mathematics Subject Classifications: 34B05, 34B24, 34L10, 34L20

1. Introduction

Consider the following spectral problem:

−y′′ + q (x) y = λy, x ∈ (0, 1) , (1)

y(0) = 0,
y′(0) = (aλ+ b)y(1),

}
(2)

where q(x) is a complex-valued summable function, λ is a spectral parameter, a and b are
arbitrary complex numbers ( a 6= 0). In this work it is proved the theorems on the basicity
of eigenfunctions and associated functions of the spectral problem in the Lebesgue spaces
Lp(0, 1)⊕ C and Lp (0, 1) , 1 < p <∞, as well as in their weighted analogs with a general
weight function satisfying the Mackenhaupt condition. Numerous works are devoted to
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spectral problems for ordinary differential operators with a spectral parameter in boundary
conditions (see, e.g., [1-16]). Of the latter, let us note the works [17-26]. The works
[8,9,14,25,26,27,28] are directly related to our work. The case q (x) ≡ 0, b = 0 is considered
in [8,9]. The case b = 0, was considered in [14], and other generalizations of boundary
conditions (2) were considered in [25,26]. Note that the theorems on the basicity in
Lp (0, 1) under the additional assumption q (x) = q(1−x), and the theorems on the uniform
convergence of spectral expansions for the potential q (x) from class L2 (0, 1) were proved in
[14,25,26]. In [27], asymptotic formulas for the eigenvalues (1),(2) and eigenfunctions were
found, and in [28], theorems on the completeness and minimality of the root functions of
problem (1),(2) in the Lebesgue spaces Lp(0, 1)⊕C and Lp (0, 1) , 1 < p <∞ were proved.

2. Needed information and preliminary results

In obtaining the main results, we need some concepts and facts from the theory of
bases in a Banach space.

Definition 1. A basis {un}n∈N of a space X is called a p-basis, if for any x ∈ X the
condition ( ∞∑

n=1

|〈x, ϑn〉|p
) 1

p

≤M ‖x‖ ,

is fulfilled, where {ϑn}n∈N is a biorthogonal system to {un}n∈N .

Definition 2. Sequences {un}n∈N and {φn}n∈N of a Banach space X are said to be p
close if the condition

∞∑
n=1

‖un − φn‖p <∞,

is fulfilled.

Let us recall that two systems in a Banach space are said to be isomorphic (or equiv-
alent) if there exists a bounded linear operator in this space with a bounded inverse that
maps one of these systems to the other. We will also use the following result from [29],
which is a Banach analogue of the well-known theorem of N.K. Bari [30].

Theorem 1. ([29]) Let {xn}n∈N be a q-basis of a Banach space X, and let the system
{yn}n∈N be a p-close to {xn}n∈N , where 1

p + 1
q = 1. Then the following properties are

equivalent:

a) {yn}n∈N is complete in X;

b) {yn}n∈N is minimal in X;

c) {yn}n∈N is ω− linearly independent in X;

d) {yn}n∈N forms a basis for X;

e) {yn}n∈N forms a basis in X, isomorphic to the system {xn}n∈N ;

f) {yn}n∈N forms a q-basis for X.
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Let X1 = X⊕Cm and {ûn}n∈N ⊂ X1 be some minimal system, and
{
ϑ̂n

}
n∈N

⊂ X∗1 =

X∗ ⊕ Cm is its biorthogonal system:

ûn = (un;αn1, ..., αnm) ; ϑ̂n = (ϑn;βn1, ..., βnm) .

Let J = {n1, ..., nm} be some set of m natural numbers. Assume

δ = det ‖βnij‖ i,j=1,m.

The following theorem was proved in [31] (see also [32]).

Theorem 2. Let the system {ûn}n∈N form a basis for X1. For the system {un}n∈NJ
,

where NJ = N\J , to be a basis in X, it is necessary and sufficient that the condition
δ 6= 0 be satisfied. In this case, the system biorthogonal to {un}n∈NJ

is defined by the
equality

ϑ∗n =
1

δ

∣∣∣∣∣∣∣∣
ϑn ϑn1 . . . ϑnm

βn1 βn11 . . . βnm1

. . . . . . . . . . . .
βnm βn1m . . . βnmm

∣∣∣∣∣∣∣∣ .
In particular, if X is a Hilbert space and {ûn}n∈N is a Riesz basis in X1, then under the
condition δ 6= 0, the system {un}n∈NJ

also forms a Riesz basis for X.

For δ = 0 the system {un}n∈NJ
is neither complete nor minimal in X.

We will need some results from [27,28]. In [27] it was proved that the eigenvalues of
problem (1),(2) are asymptotically simple and have the form λn = ρ2n, n = 0, 1, 2, ..., where
the following asymptotic formula holds for the numbers ρn:

ρn = πn+O

(
1

n

)
, (3)

and for the eigenfunctions and associated functions yn (x) of problem (1),(2) corresponding
to the eigenvalues λn, n = 0, 1, 2, ..., the asymptotic formula

yn (x) = sinπnx+O

(
1

n

)
, (4)

is valid, moreover, the problem can have only a finite number of associated functions, and
the eigenvalues are numbered taking into account their multiplicities.

The conjugate spectral problem has the form

−z′′ + q (x)z = λz, x ∈ (0, 1) , (5)

z(1) = 0,

z
′
(1) +

(
aλ+ b

)
z (0) = 0.

}
(6)
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The spectral problem (1),(2) is reduced to a spectral problem Lŷ = λŷ for the operator
L, acting in the space Lp(0, 1)⊕ C. The operator L is defined as follows:

D (L) =
{
ŷ = (y (x) , ay (1)) , y (x) ∈W 2

p (0, 1) , l (y) ∈ Lp (0, 1) , y (0) = 0
}
,

∀ŷ ∈ D (L) : Lŷ =
(
l (y) , y′ (0)− by (1)

)
.

It was proved in [28] that the operator L is densely defined in Lp(0, 1) ⊕ C as a closed
operator with a compact resolvent. The eigenvalues of the operator L and problem (1),(2)
coincide, and each eigen(or associated) function y (x) of problem (1),(2) corresponds to an
eigen(or associated) vector ŷ = (y (x) , ay (1)) of the operator L. The adjoint operator L∗ is
defined as the operator generated in the space Lq (0, 1)⊕C, 1

p + 1
q = 1, by problem (5),(6).

The eigenfunctions and associated functions of problem (5),(6) satisfy the asymptotic
formulas

zn (x) = 2 sinπnx+O

(
1

n

)
, n = 0, 1, 2, ..., (7)

where the eigenfunctions and associated functions zn (x) are normalized so that the biorthog-
onality conditions are satisfied

〈ŷn, ẑk〉 =

∫ 1

0
yn (x) zk (x)dx+ a2yn (1) zk (0) = δnk,

where ẑk = (zk (x) , āzk (0)) are the eigenvectors and associated vectors of the adjoint
operator L∗, and δnk is the Kronecker symbol.

The following theorems are also true.

Theorem 3. ([28]) The root vectors of the operator L form a complete and minimal
system in the space Lp (0, 1)⊕ C, 1 < p <∞.

Theorem 4. ([28]) The system {yn (x)}∞n=0,n6=n0
of eigenfunctions and associated func-

tions of problem (1),(2) with one rejected eigenfunction yn0 (x), corresponding to a simple
eigenvalue λn0, forms a complete and minimal system in the space Lp (0, 1) , 1 < p < ∞.
The corresponding biorthogonal system is {ϑn (x)}∞n=0,n6=n0

, where

ϑn (x) = zn (x)− zn (0)

zn0 (0)
zn0 (x) . (8)

3. Main results

3.1. Basicity in spaces Lp(0, 1)⊕ C and Lp(0, 1).

Let en(x) = sinπnx, n ∈ N and introduce the following system in space Lp(0, 1)⊕ C:

ê0 = (0, 1), ên = (en(x), 0), n ∈ N.

The following theorem is true.
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Theorem 5. The system {ŷn}∞n=0 , eigenvectors and associated vectors of the operator L
forms a basis for Lp(0, 1)⊕ C, 1 < p <∞, isomorphic to the system {ên}∞n=0.

Proof. From the formula (4) it follows

yn = en +O

(
1

n

)
, yn(1) = O

(
1

n

)
.

On the other hand

ŷn = (yn (x) , ayn (1)) = ên + O

(
1

n

)
.

Therefore, for any r > 1 :
∞∑
n=0

‖ŷn − ên‖r < +∞, (9)

i.e. the system {ŷn}∞n=0 is r− close to the system {ên}∞n=0, and by Theorem 3 the system
{ŷn}∞n=0 is complete and minimal in Lp(0, 1)⊕ C.

Let 1 < p ≤ 2, and q – be its conjugate number: 1
p + 1

q = 1. By the Hausdorff-Young
inequality [33] for any function f ∈ Lp(0, 1)( ∞∑

n=1

|〈f, en〉|q
) 1

q

≤ C‖f‖Lp
.

Then for any element f̂ = (f, β) ∈ Lp(0, 1)⊕ C we have( ∞∑
n=0

∣∣∣〈f̂ , ên〉∣∣∣q)
1
q

≤ |β|+

( ∞∑
n=1

|〈f, en〉|q
) 1

q

≤ |β|+ ‖f‖Lp
≤ C1

∥∥∥f̂∥∥∥
Lp⊕C

.

Consequently, the system {ên}∞n=0 is a q - basis in Lp(0, 1) ⊕ C. Now, choosing r = p in
(9) we get that all the conditions of Theorem 2 are satisfied, therefore, the system {ŷn}∞n=0

forms a basis for Lp(0, 1)⊕ C, equivalent to the system {ên}∞n=0.
Let, now p > 2. Then 1 < q < 2 and the embedding

Lp(0, 1) ⊂ Lq(0, 1)

or
Lp(0, 1)⊕ C ⊂ Lq(0, 1)⊕ C

holds, and for f̂ ∈ Lp(0, 1)⊕ C we have( ∞∑
n=0

∣∣∣〈f̂ , ên〉∣∣∣p)
1
p

≤ c
∥∥∥f̂∥∥∥

Lq⊕C
≤ c1

∥∥∥f̂∥∥∥
Lp⊕C

i.e. the system {ên}∞n=0 is a p-basis in Lp (0, 1) ⊕ C. Choosing r = q we get that all the
conditions of Theorem 2 are satisfied, which means that in this case the system {ŷn}∞n=0

forms a basis for Lp (0, 1)⊕ C, equivalent to the system{ên}∞n=0. Theorem is proved.
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Corollary 1. In the case p=2 the system {ŷn}∞n=0 forms a Riesz basis for L2(0, 1)⊕ C.

Theorem 6. In order for the system {yn(x)}∞n=0, n 6=n0
of root functions of problem (1)

and (2) with one remote function yn0(x) to form a basis for Lp(0, 1), 1 < p < ∞, it is
necessary and sufficient that the condition zn0 (0) 6= 0 be satisfied. If zn0 (0) = 0, then the
system {yn(x)}∞n=0, n 6=n0

is not complete and minimal, and even more so is not a basis
in Lp(0, 1).

The proof follows from Theorem 5 followed by the application of Theorems 2 and 4.

Theorem 7. The eigenfunctions and associated functions {yn(x)}∞n=0, n6=n0
of problem

(1) and (2) with one remote eigenfunction yn0(x), corresponding to a simple eigenvalue
λn0 forms a basis for Lp (0, 1), 1 < p < ∞, isomorphic to the trigonometric system
{sinπnx }∞n=1.

Proof. If λn0 is a simple eigenvalue, then it corresponds to one eigenfunction yn0(x)
and zn0(x) is the corresponding eigenfunction of the adjoint problem (5), (6). It should
be noted that for all eigenfunctions zn(x) of the adjoint problem, the condition zn(0) 6= 0
is satisfied. Indeed, let zn (0) = 0, then from the second boundary condition (6) we obtain
z
′
n (1) = 0, and this together with the first boundary condition zn (1) = 0 means that
zn(x) is the solution of Cauchy problem

−z′′ + q (x) z = λz,

z (1) = z
′
(1) = 0,

which has only the trivial solution z (x) ≡ 0. And this contradicts the fact that zn(x) is
an eigenfunction. Thus zn0(1) 6= 0. Then, by Theorem 6, the system {yn(x)}∞n=0, n6=n0

forms a basis for Lp (0, 1). It follows from the asymptotic formulas (4) that ∀r ∈ (1; +∞)

∞∑
n=n0+1

‖yn − en‖r < +∞

i.e. the system {yn(x)}∞n=0, , n6=n0
is r− close to the system {en}∞n=1 (en (x) = sinπnx ).

Choosing r = min {p, q}, and taking into account that the system {en}∞n=1 is an r
′−basis

in Lp(0, 1) for the system {yn(x)}∞n=0, n 6=n0
(r′ = max {p, q}, 1

r + 1
r′ = 1), we find that

all conditions of Theorem 1 are satisfied and, therefore, it is isomorphic to the system
{sinπnx }∞n=1. Theorem is proved.

Corollary 2. Under the conditions of Theorem 7, the system {yn(x)}∞n=0, n6=n0
forms a

r− basis for Lp (0, 1), 1 < p <∞, where r = max {p, q}.

Corollary 3. In the case p = 2 the system {yn(x)}∞n=0, n6=n0
forms a Riesz basis for

L2(0, 1).
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3.2. Basicity in spaces

Lp,ω (0,1) ⊕C and Lp,ω(0,1).
Denote by Lp,ω (0, 1) the weighted Lebesgue space with the norm

‖f‖Lp,ω
=

(∫ 1

0
|f (x)|pω (x) dx

) 1
p

,

where the weight function ω (x) belongs to the Mackenhaupt class Ap, i.e. satisfies the
condition

sup
I⊂(0,1)

(
1

|I|

∫
I
ω (x) dx

)(
1

|I|

∫
I

(ω (x))
− 1

p−1dx

)p−1
< +∞.

It was proved in [34] that if ω (x) ∈ Ap, then there exists a number r ∈ (1, p) such that
ω (x) ∈ Ar. Using this fact, we prove the following

Lemma 1. Let the weight function ω (x) belong to the class Ap, 1 < p < ∞. Then there
exists a number p0: 1 < p0 < p, such that a continuous embedding Lp,ω (0, 1) ⊂ Lp0 (0, 1)
holds.

Proof. Let f ∈ Lp,ω (0, 1). Assume p0 = p
r . Then |f (x)|p0 = |f (x)|p0ω

p0
p (x)ω

− p0
p (x)

and from belonging of the function |f (x)|p0ω
p0
p (x) to the class L p

p0
(0, 1), and also from

belonging of the function ω
− p0

p (x) to the class
(
L p

p0
(0, 1)

)∗
= L p

p−p0
(0, 1), and using

the Hölder inequality, we obtain

‖f‖Lp0 (0,1) =

(∫ 1

0
|f (x)|p0dx

) 1
p0

=

(∫ 1

0
|f (x)|p0ω

p0
p (x)ω

− p0
p (x)dx

) 1
p0

≤

≤
(∫ 1

0
|f (x)|pω (x) dx

) 1
p
(∫ 1

0
ω
− p0

p−p0 (x) dx

) p−p0
pp0

= ‖f‖Lp,ω (0,1)

(∫ 1

0
ω−

1
r−1 (x) dx

) r−1
p

=

= Kp,r(ω)‖f‖Lp,ω (0,1).

Since ω−1 ∈ L 1
r−1

(0, 1), then the quantity Kp,r(ω) =
(∫ 1

0 ω
− 1

r−1 (x) dx
) r−1

p
has a finite

value. Consequently, f ∈ Lp0 (0, 1).

Corollary 4. If f ∈ Lp,ω (0, 1), then ∀s ∈ (0, p0] , i.e. ∀s ∈
(
0, pr
]

: f ∈ Ls (0, 1).

Lemma 2. Let ω ∈ Ap (0, 1) . Then each of the systems {sinπnx }∞n=1 and {cosπnx }∞n=0

forms a basis for Lp,ω (0, 1).

Proof. Denote by ω̃ (x) the even extension of the function ω (x) to [−1, 1], i.e. for
x ∈ [−1, 0] ω̃ (x) = ω (−x), or x ∈ [0, 1] ω̃ (x) = ω (x). Then it is evident that
ω̃ (x) ∈ Ap(−1, 1). Let f ∈ Lp,ω (0, 1). Let’s extend it to [−1, 1] in an odd way, i.e.

f̃ (x) =

{
f (x) , x ∈ [0, 1] ,

−f (−x) , x ∈ [−1, 0] .
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Then f̃(x) ∈ Lp,ω̃ (−1, 1). We expand this function in the basis
{
e iπnx

}+∞
n=−∞:

f̃ (x) =
+∞∑

n=−∞
ane

iπnx, an =
1

2

∫ 1

−1
f̃ (x)e−iπnxdx.

It is obvious that

an =
1

2

∫ 1

0
f (x)e−iπnxdx− 1

2

∫ 0

−1
f (−x)e−iπnxdx =

=
1

2

∫ 1

0
f (x) (e−iπnx − eiπnx)dx =

1

i

∫ 1

0
f (x) sinπnx dx.

In addition a−n=-an, a0 = 0. Taking into account these relations, we get
m∑

n=−m
ane

iπnx =
m∑
n=1

an(eiπnx − e−iπnx) =

= 2i
m∑
n=1

ansinπnx =
m∑
n=1

〈f, 2sinπnt 〉sinπnx .

Hence∥∥∥∥∥f̃ (x)−
m∑

n=−m
ane

iπnx

∥∥∥∥∥
Lp,ω (−1,1)

=

∥∥∥∥∥f̃ (x)−
m∑
n=1

〈f, 2sinπnt 〉sinπnx

∥∥∥∥∥
Lp,ω (−1,1)

=

= 2
1
p

∥∥∥∥∥f (x)−
m∑
n=1

〈f, 2sinπnt 〉sinπnx

∥∥∥∥∥
Lp,ω (0,1)

.

The left side of the last equality tends to zero as m→∞, which means that the right
side tends to zero as m → ∞, and it means that the system {sinπnx }∞n=1 forms a basis
for Lp,ω (0, 1).

The basicity of the system {cosπnx }∞n=0 in Lp,ω (0, 1) is proved similarly. To do this,
it suffices to take an even extension of the function f (x) to [−1, 1].

Theorem 8. The system {ŷn}∞n=0 of root vectors of the operator L forms a basis for
Lp,ω (0, 1)⊕ C isomorphic to the system {ên}∞n=0.

Proof. From the continuity of the embedding

Lp,ω (0, 1)⊕ C ⊂ Lp0 (0, 1)⊕ C,

and also from the minimality of the system {ŷn}∞n=0 (according to Theorem 3) in the
space Lp0 (0, 1) ⊕ C it follows that this system is also minimal in Lp,ω (0, 1) ⊕ C. It
follows from asymptotic formulas (4) that

yn (x) = en (x) + εn (x) (10)
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where for εn (x) uniformly with respect to x∈ [0, 1] the estimate

|εn (x)| ≤ const

n
, (11)

is valid. Taking into account estimate (11), from (10) we obtain

‖ŷn − ên‖Lp,ω (0,1)⊕C =

(∫ 1

0
|εn (x)|pω (x) dx

) 1
p

≤ const

n
.

Consequently, ∀τ ∈ (1; +∞)
∞∑
n=0

‖ŷn − ên‖τ<+∞, (12)

i.e. the system {ŷn}∞n=0 is τ−close to the system {ên}∞n=0 for any τ ∈ (1; +∞). On
the other hand, according to Corollary 3, a continuous embedding

Lp,ω (0, 1) ⊕ C ⊂ Ls (0, 1) ⊕ C,

holds, ∀s ∈ (1, p0]. Then, choosing 1 < s < min {2, p0} and applying the Hausdorff-Young
inequality for the system {en(x)}∞n=1 (en (x) = sinπnx ), we obtain ∀f̂ = (f(x), β) ∈
Lp,ω(0, 1)⊕ C ( ∞∑

n=0

∣∣∣〈f̂ , ên〉∣∣∣s′)
1

s
′

≤ |β|+

( ∞∑
n=1

|〈f, en〉|s
′
) 1

s
′

≤

≤ |β|+ c2‖f‖Ls
≤ c3

∥∥∥f̂∥∥∥
Ls (0,1) ⊕C

≤ c4‖f‖Lp,ω ⊕C .

The latter means that the system {ên}∞n=0 forms an s
′
–basis for Lp,ω (0, 1), where s

′
=

s/(s− 1) . Choosing τ = s, in (12) we obtain that all the conditions of Theorem 1 are
satisfied, therefore, the system {ŷn}∞n=0 forms a basis for Lp,ω (0, 1)⊕C isomorphic to the
system {ên}∞n=0 .

Similarly to the previous section, we prove that the following theorems and corollaries
are true.

Theorem 9. For the basicity of the system {yn(x)}∞n=0, n6=n0
of eigenfunctions and as-

sociated functions of problem (1), (2) with one remote function yn0(x) in Lp,ω (0, 1) it is
necessary and sufficient that the condition zn0(0) 6= 0 be satisfied. For zn0 (0) = 0 the
system {yn(x)}∞n=0, n 6=n0

does not form a basis in the space Lp,ω (0, 1) . Moreover, in
this case the system {yn(x)}∞n=0, n 6=n0

is neither complete nor minimal in Lp,ω (0, 1) .

Theorem 10. The system {yn(x)}∞n=0, n6=n0
corresponding to eigenfunctions and associ-

ated functions of problem (1), (2) with one removed function yn0 (x) , corresponding to a
simple eigenfunction value λn0, forms a basis for Lp,ω (0, 1) , 1 < p <∞, isomorphic to
the trigonometric system {sinπnx }∞n=1.

Corollary 5. Under the conditions of Theorem 10, the system {yn(x)}∞n=0, n6=n0
forms an

s–basis in Lp,ω (0, 1) for some s > 2.
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Inverse Boundary Value Problem for a Third-Order Par-
tial Differential Equation with an Additional Integral Con-
dition

A.I. Ismailov

Abstract. In the article the author analyses one inverse boundary problem for a partial differential
equation of third order with an Additional Integral Condition. First, an original problem is reduced
to the equivalent problem, the theorem of existence and uniqueness of solution is proved for the
latter. Then, using these facts the author proves existence and uniqueness of classical solution of
the original problem.

Key Words and Phrases: inverse problem, differential equations, existence, uniqueness, classical
solution.

2010 Mathematics Subject Classifications: 65N06, 31A25, 35A09

1. Introduction

Inverse problems are an actively developing branch of modern mathematics. Recently,
inverse problems have arisen in various fields of human activity, such as seismology, mineral
exploration, biology, medicine, quality control of industrial products, etc., which puts them
among the actual problems of modern mathematics. Various inverse problems for certain
types of partial differential equations have been studied in many works.

Let us note here, first of all, the works of A.N. Tikhonov [1], M.M. Lavrentev [2, 3],
V.K. Ivanov [4] and their students. More details about this can be found in the monograph
by A.M. Denisov [5].

The purpose of this work is to prove the existence and uniqueness of solutions of
one inverse boundary value problem for a third order differential equation with partial
derivatives with an integral condition of the first kind.

In this work, using Fourier method and contraction mapping principle, we prove the
existence and uniqueness of the solution of the nonlocal inverse boundary value problem
for a third order two-dimensional pseudo parabolic equation.

http://www.cjamee.org 44 © 2013 CJAMEE All rights reserved.
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2. Formulation of the inverse boundary value problem

Consider for the equation

∂2u(x, t)

∂t2
− ∂

∂t

(
a(t)

∂2u(x, t)

∂x2

)
= p(t)u(x, t) + f(x, t) (1)

in the domain DT = {(x, t) : 0 ≤ x ≤ 1, 0 ≤ t ≤ T} inverse boundary value problem with
initial conditions

u(x, 0) = ϕ(x) , ut(x, 0) = ψ(x) (0 ≤ x ≤ 1) , (2)

with Neumann boundary conditions

ux(0, t) = u(1, t) = 0 (0 ≤ t ≤ T ) , (3)

and with an additional integral condition∫ 1

0
g(x)u(x, t)dx = 0 (0 ≤ t ≤ T ) (4)

where a(t) > 0, f(x, t), ϕ(x), ψ(x), ω(x) , h(t) are given functions, and u(x, t) and p(t)
are unknown functions.

Let us introduce the notation

C̃2,2(DT ) = {u(x, t) : u(x, t) ∈ C2(DT ), utxx(x, t) ∈ C(DT )} .

Definition 1. Under the classical solution of the inverse boundary value problem (1)-(4)
we mean a pair {u(x, t), p(t) } of functions u(x, t), p(t) , if u(x, t) ∈ C̃2,2(DT ), p(t) ∈
C[0, T ] and the relations (1)-(4) are satisfied in the usual sense .

The following theorem is true.

Theorem 1. Let f(x, t) ∈ C(DT ), ψ(x) ∈ C[0, 1], ϕ(x) ∈ C[0, 1], h(t) ∈ C2[0, T ] ,
0 < a(t) ∈ C1[0, T ], h(t) 6= 0 (0 ≤ t ≤ T ) and the matching conditions are met∫ 1

0
g(x)ϕ(x)dx = 0,

∫ 1

0
g(x)ψ(x)dx = 0.

Then the problem of finding a classical solution to problem (1)-(4) is equivalent to the
problem of determining functions u(x, t) ∈ C̃2,2(DT ), p(t) ∈ C[0, T ], satisfying equation
(1), conditions (2), (3) and conditions

h′′(t)− d

dt

(
a(t)

∫ 1

0
g(x)

∂2u(x, t)

∂x2
dx

)
= p(t)h(t) +

∫ 1

0
g(x)f(x, t)dx (0 ≤ t ≤ T ). (5)

Proof. Let {u(x, t), p(t) } be a classical solution to problem (1)-(4). Since h(t) ∈
C2[0, T ], we differentiate (4) twice with respect to t, we get:∫ 1

0
g(x)ut(x, t)dx = h′(t) ,

∫ 1

0
g(x)utt(x, t)dx = h′′(t) (0 ≤ t ≤ T ). (6)
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We multiply equation (1) by the function g(x) and integrate the resulting equality
from 0 to 1 with respect to x, we have:

d2

d t2

∫ 1

0
g(x)u(x, t)dx− d

dt

(
a(t)

∫ 1

0
g(x)

∂2u(x, t)

∂x2
dx

)
=

= p(t)

∫ 1

0
g(x)u(x, t)dx+

∫ 1

0
g(x)f(x, t)dx ( 0 ≤ t ≤ T ) . (7)

Hence, taking into account (4) and (6), we easily arrive at the fulfillment of (5).
Now, suppose that {u(x, t), p(t)} is a solution to problem (1)-(3), (5).
Then from (5) and (7) we get:

d2

dt2

∫ 1

0
g(x)u(x, t)dx = p(t)

∫ 1

0
g(x)u(x, t)dx (0 ≤ t ≤ T ). (8)

Due to (2) and
∫ 1
0 g(x)ϕ(x)dx = 0,

∫ 1
0 g(x)ψ(x)dx = 0 it is clear that∫ 1

0
g(x)u(x, 0)dx =

∫ 1

0
g(x)ϕ(x)dx = 0,

∫ 1

0
g(x)ut(x, 0)dx =

∫ 1

0
g(x)ψ(x)dx = 0. (9)

From (8) and (9) we conclude that condition (4) is satisfied. Theorem is proved.

3. On the solvability of the inverse boundary value problem

The first component u(x, t) of the solution {u(x, t), p(t)} of problem (1)-(3), (5) will
be sought in the form:

u(x, t) =

∞∑
k=1

uk(t) cosλkx
(
λk =

π

2
(2k − 1)

)
, (10)

where

uk(t) = 2

∫ 1

0
u(x, t) cosλkxdx (k = 1, 2, ...).

Then, applying the formal scheme of the Fourier method, from (1), (2), we obtain:

u′′k(t) + λ2k(a(t)uk(t))
′ = Fk(t;u, p) (k = 1, 2, ...; 0 ≤ t ≤ T ), (11)

uk(0) = ϕk, u
′
k(0) = ψk (k = 1, 2, ...), (12)

where

Fk(t;u, p) = fk(t) + p(t)uk(t), fk(t) = 2

∫ 1

0
f(x, t) cosλkxdx, ,

ϕk = 2

∫ 1

0
ϕ(x) cosλkxdx, ψk = 2

∫ 1

0
ψ(x) cos λkxdx (k = 1, 2, ...).
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Solving problem (11), (12) we find:

uk(t) = ϕk

(
e−λ

2
k

∫ t
0 a(s)ds + λ2ka(0)

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

)
+ ψk

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ+

+

∫ t

0
Fk(η;u, p)

(∫ t

η
e−λ

2
k

∫ t
τ a(s)dsdτ

)
dη (k = 1, 2, ...). (13)

Differentiating twice (21) we obtain:

u′k(t) = −λ2kϕk
(
a(t)e−λ

2
k

∫ t
0 a(s)ds − a(0)

(
1− λ2ka(t)

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

))
+

+ψk

(
1− λ2ka(t)

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

)
+

+

∫ t

0
Fk(η;u, p, q)

(
1− λ2ka(t)

∫ t

η
e−λ

2
k

∫ t
τ a(s)dsdτ

)
dη (k = 1, 2, ...), (14)

u′′k(t) = −λ2kϕk
(

(a′(t)− λ2ka2(t))e−λ
2
k

∫ t
0 a(s)ds + λ2ka(0)(a′(t)−

−λ2ka2(t))
∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

)
− λ2kψk(a′(t)− λ2ka2(t))

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ−

−λ2k
∫ t

0
Fk(η;u, p)

(
(a′(t)− λ2ka2(t))

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ + a(t)

)
dη+

+Fk(t;u, p) (k = 1, 2, ...). (15)

After substituting the expression uk(t) (k = 1, 2, ...) from (13) into (10), to determine
the the component u (x, t) of the solution of problem (5) we obtain:

u(x, t) =

∞∑
k=1

{
ϕk

(
e−λ

2
k

∫ t
0 a(s)ds + λ2ka(0)

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

)
+

+ψk

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ +

∫ t

0
Fk(η;u, p)

(∫ t

η
e−λ

2
k

∫ t
τ a(s)dsdτ

)
dη

}
cosλkx . (16)

Now from (5), taking into account (10), we get:

p(t) = [h(t)]−1
{
h′′(t)−

∫ 1

0
g(x)f(x, t)dx +

∞∑
k=1

nkλ
2
k(a(t)uk(t))

′

}
, (17)

where

nk =

∫ 1

0
g(x) cosλkxdx. (18)
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Further, from (18), by virtue of (25) we find:

λ2k(a(t)uk(t))
′ = −u′′k(t) + Fk(t;u, p, q) =

= λ2kϕk

(
(a′(t)− λ2ka2(t))

(
e−λ

2
k

∫ t
0 a(s)ds + λ2ka(0)

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

))
+

+λ2kψk(a
′(t)− λ2ka2(t))

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ+

+λ2k

∫ t

0
Fk(η;u, p)

(
(a′(t)− λ2ka2(t))

∫ t

η
e−λ

2
k

∫ t
τ a(s)dsdτ + a(t)

)
dη (k = 1, 2, ... ) (19)

In order to obtain an equation for the second component p(t) of the solution {u(x, t), p(t)}
of problem (1)-(3), (5) we substitute the expression λ2k(a(t)uk(t))

′ (k = 1, 2, ...) from (19)
to (17) . We have:

p(t) = [h(t)]−1
{
h′′(t)−

∫ 1

0
g(x)f(x, t)dx +

+

∞∑
k=1

nk

[
λ2kϕk

(
(a′(t)− λ2ka2(t))

(
e−λ

2
k

∫ t
0 a(s)ds + λ2ka(0)

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ

))
+

+λ2kψk(a
′(t)− λ2ka2(t))

∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ+

+λ2k

∫ t

0
Fk(η;u, p)

(
(a′(t)− λ2ka2(t))

∫ t

η
e−λ

2
k

∫ t
τ a(s)dsdτ + a(t)

)
dη

]}
, (20)

Thus, the solution of problem (1)-(3), (5) is reduced to the solution of system (16),
(20) with respect to unknown functions u(x, t) and p(t).

To study the question of the uniqueness of the solution of problem (1) - (3), (5), the
following lemma plays an important role.

Lemma 1. If {u(x, t), p(t)} - be any solution to the problem (1)-(3), (5), then the functions

uk(t) = 2

∫ 1

0
u(x, t) cosλkxdx (k = 1, 2, ...)

satisfy the system consisting of equations (13).

It is obvious that if uk(t) = 2
∫ 1
0 u(x, t) cosλkxdx(k = 1, 2, ...) is a solution to system

(20) and (21), then the pair {u(x, t), p(t)} of a function u(x, t) =
∑∞

k=0 uk(t) cosλkx and
p(t) are solutions to system (16), (20) .

It follows from Lemma 1 that the following corollary holds.

Corollary 1. Let system (16), (20) have a unique solution. Then problem (1)-(3), (5)
cannot have more than one solution, i.e. if problem (1)-(3), (5) has a solution, then it is
unique.



Inverse Boundary Value Problem for a Third-Order Partial Differential Equation ... 49

1. Denote by B3
2,T , the set of all functions u(x, t) of the form

u(x, t) =

∞∑
k=1

uk(t) cosλkx ,

considered in DT , where each of the functions uk(t) (k = 1, 2, ...) is continuous on [0, T ]
and

I(u) ≡

{ ∞∑
k=1

(λ3k ‖uk(t)‖C[0,T ])
2

} 1
2

< +∞.

We define the norm on this set as follows:

‖u(x, t)‖B3
2,T

= I(u).

2. Denote by E3
T the space consisting of the topological product

B3
2,T × C[0, T ] .

The norm of an element z = {u, p} is defined by the formula

‖z‖E3
T

= ‖u(x, t)‖B3
2,T

+ ‖p(t)‖C[0,T ] .

It is known that B3
2,T and E3

T are Banach spaces.

Now consider in space E3
T the operator

Φ(u, a) = {Φ1(u, p),Φ2(u, p)} ,

where

Φ1(u, p) = ũ(x, t) = 1

∞∑
k=0

ũk(t) cosλkx,Φ2(u, p) = p̃(t).

and ũk(t) and p̃(t) are equal to the right-hand sides of (13) and (20), respectively.
It is easy to see that∫ t

0
e−λ

2
k

∫ t
τ a(s)dsdτ ≤ 1

mλ2k
,

∫ t

η
e−λ

2
k

∫ t
τ a(s)dsdτ ≤ 1

mλ2k
,

where m = min
0≤t≤T

a(t).

Considering these relations, we find:( ∞∑
k=1

(
λ3k ‖ũk(t)‖C[0,T ]

)2) 1
2

≤ 2

(
1 +

a(0)

m

)( ∞∑
k=1

(
λ3k |ϕk|

)2) 1
2

+

+
2

m

( ∞∑
k=1

(λk |ψk|)2
) 1

2

+
2
√
T

m

(∫ T

0

∞∑
k=1

(λk |fk(τ)|)2 dτ

) 1
2

+
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+
2T

m
‖p(t)‖C[0,T ]

( ∞∑
k=1

(
λ2k ‖uk(t)‖C[0,T ]

)2) 1
2

, (21)

‖p̃(t)‖C[0,T ] ≤
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

{∥∥∥∥h′′(t)− ∫ 1

0
g(x)f(x, t)dx

∥∥∥∥ C[0,T ] +

+

( ∞∑
k=1

λ−2k

) 1
2

(
∥∥a′(t)∥∥

C[0,T ]
+
∥∥a2(t)∥∥

C[0,T ]
)×

×‖g(x)‖L2(0,1)

(1 +
a(0)

m

)( ∞∑
k=1

(
λ5k |ϕk|

)2) 1
2

+
1

m

( ∞∑
k=1

(
λ3k |ψk|

)2) 1
2

+

+

√
T

m

(∫ T

0

∞∑
k=1

(
λ3k |fk(τ)|

)2
dτ

) 1
2

+
T

m
‖p(t)‖C[0,T ]

( ∞∑
k=1

(
λ3k ‖uk(t)‖C[0,T ]

)2) 1
2

  ,

(22)

Let us assume that the data of problem (1)-(3), (5) satisfy the following conditions:

1) ϕ(x) ∈ C4 [0, 1] , ϕ(5)(x) ∈ L2(0, 1),

ϕ′(0) = ϕ(1) = ϕ′′′(0) = ϕ′′(1) = ϕ(4)(1) = 0 ,

2) ψ(x) ∈ C2 [0, 1] , ψ′′′(x) ∈ L2(0, 1), ψ′(0) = ψ(1) = ψ′′(1) = 0 .

3) f(x, t), fx(x, t), fxx(x, t) ∈ C(DT ), fxxx(x, t) ∈ L2(DT ),

fx(0, t) = f(1, t) = fxx(1, t) = 0 (0 ≤ t ≤ T ) ,

4) b(x) ∈ L2(0, 1), 0 < a(t) ∈ C1[0, T ], h(t) ∈ C2[0, T ] , h(t) 6= 0 (0 ≤ t ≤ T ) .

Then from (21) , (22), we get:

‖ũ(x, t)‖B3
2,T
≤ A1(T ) +B1(T ) ‖p(t)‖C[0,T ] ‖u(x, t)‖B3

2,T
, (23)

‖p̃(t)‖C[0,T ] ≤ A2(T ) +B2(T ) ‖p(t)‖C[0,T ] ‖u(x, t)‖B3
2,T
. (24)

where

A1(T ) = ‖ϕ(x)‖L2(0,1)
+ T ‖ψ(x)‖L2(0,1)

+ T
√
T ‖f(x, t)‖L2(DT )

+

A1(T ) = 2

(
1 +

a(0)

m

)∥∥ϕ′′′(x)
∥∥
L2(0,1)

+
2

m

∥∥ψ′(x)
∥∥
L2(0,1)

+
2
√
T

m
‖fx(x, t)‖L2(DT )

,

B1 (T ) =
2T

m
,

A2(T ) =
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

{∥∥∥∥h′′(t)− ∫ 1

0
g(x)f(x, t)dx

∥∥∥∥ C[0,T ] +
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+

( ∞∑
k=1

λ−2k

) 1
2

(
∥∥a′(t)∥∥

C[0,T ]
+
∥∥a2(t)∥∥

C[0,T ]
) ‖g(x)‖L2(0,1)

×

×
[(

1 +
a(0)

m

)∥∥∥ϕ(5)(x)
∥∥∥
L2(0,1)

+
1

m

∥∥ψ′′′(x)
∥∥
L2(0,1)

+

√
T

m
‖fxxx(x, t)‖L2(DT )

]}

B2(T ) =
∥∥∥[h(t)]−1

∥∥∥
C[0,T ]

( ∞∑
k=1

λ−2k

) 1
2 (∥∥a′(t)∥∥

C[0,T ]
+
∥∥a2(t)∥∥

C[0,T ]

) T
m
.

From inequalities (23), (24) we conclude:

‖ũ(x, t)‖B3
2,T

+ ‖p̃(t)‖C[0,T ] ≤ A(T ) +B(T ) ‖p(t)‖C[0,T ] ‖u(x, t)‖B3
2,T
. (25)

where
A(T ) = A1(T ) +A2(T ), B(T ) = B1(T ) +B2(T ) .

So, we can prove the following theorem:

Theorem 2. Let conditions 1)-4) be satisfied and

B(T )(A(T ) + 2)2 < 1 , (26)

Then problem (1)-(3), (5) has a unique solution in the ball K = KR(‖z‖E3
T
≤ R =

= A(T ) + 2) of space E3
T .

Proof. In space E3
T consider the following equation

z = Φz, (27)

where z = {u, p}, components Φi(u, p )(i = 1, 2) of the operator (u, p) are defined by the
right-hand sides of equations (16), (20), respectively. Consider the operator Φ(u, p) in the
ball K = KR(‖z‖E3

T
≤ R = A(T ) + 2) from E3

T .

Similarly to (23), we obtain that for any z, z1, z2 ∈ KR the estimates

‖Φz‖E3
T
≤ A(T ) +B(T ) ‖p(t)‖C[0,T ] ‖u(x, t)‖B3

2,T
≤ A(T ) +B(T )(A(T ) + 2)2 , (28)

‖Φz1 − Φz2‖E3
T
≤≤ B(T )R

(
‖u1(x, t)− u2(x, t)‖B3

2,T
+ ‖p1(t)− p2(t)‖C[0,T ]

)
. (29)

are valid. Then from the estimates (28) and (29), taking into account (26), it follows that
the operator Φ acts in the ball K = KRand is contractive. Therefore, in the ball K = KR

the operator Φ has a unique fixed point {u, p}, which is the only solution of the equation
(27), i.e. is the unique solution in the ball K = KR of the system. The function u(x, t), as
an element of space B3

2,T , is continuous and has continuous derivatives ux(x, t), uxx(x, t) ,
in DT .

It can be shown that utt(x, t),utxx(x, t), are continuous in DT .
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It is easy to check that equation (1) and conditions (2), (3), and (5) are satisfied in
the usual sense. Consequently, {u(x, t), p(t)} is a solution to problem (1)-(3), (5), and, by
virtue of the corollary of Lemma 1, it is unique in the ball K = KR. Theorem is proved.

Using Theorem 1, we prove the following.

Theorem 3. Let all conditions of Theorem 2 be satisfied and∫ 1

0
g(x)ϕ(x)dx = h(0) ,

∫ 1

0
g(x)ψ(x)dx = h′(0) .

Then problem (1)-(4) has a unique classical solution in the ball K = KR(‖z‖E3
T
≤ R =

A(T ) + 2) of space E3
T .
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Uniform convergence rate of these expansions is also studied.
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1. Introduction

In V.A.Il’ins paper [1], a second order discontinuous operator was investigated and
constructive necessary and sufficient conditions of Riesz basicity of the system of root
functions of the considered operator arc established. These investigations played an im-
portant roll in studying absolute and uniform convergence of biorthogonal expansions
of functions from the class W 1

2 by the root functions of the Schredinger operator with
multipoint boundary conditions [2,3]. In the present paper, we consider a second order
discontinuous operator, issues of absolutes and uniform convergence and also on uniform
convergence rate of biorthogonal expansions of discontinuous functions by root functions
are studied.

2. The Basic Concepts and Formulation of Results

Let G =
m⋃
l=1

Gl, Gl = (ξl−1, ξl), a = ξ0 < ... < ξm = b, where −∞ < a < b < +∞.

By W̃n
r (G), 1 ≤ r ≤ ∞, denote a class of functions possessing the property: if f (x) ∈

W̃n
r (G), then for each Gl, l = 1,m there exists the function fl(x) from the Sobolev space

Wn
r (Gl) such that f (x) = fl (x) for ξl−1 < x < ξl.

On the set G consider the formal operator

Lu = u′′ + q(x)u (1)

http://www.cjamee.org 53 © 2013 CJAMEE All rights reserved.
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with complex-valued coefficients q(x) ∈ L1(G).

Under the system of the root functions of the operator we’ll understand an arbitrary
system {uk}∞k=1 of complex-valued non identical zero functions from W̃ 2

r (G), satisfying
almost everywhere in G the equation

Luk + λkuk = θkuk−1,

where θk either equals zero (in this case the function uk is an eigenfunction) or unit
(in this case we require λk = λk−1 and call uk an associated function of order j, where
θk = θk−1 = ... = θk−j+1 = 1, θk−j = 0).

Denote µk =
√
λk, arg µk ∈

(
−π

2 ,
π
2

]
.

Later on, we’ll additionally suppose that the elements of the considered system of the
root functions {uk (x)}∞k=1 are determined at the points ξl, l = 1,m and are continuous
from the left at these points, but at the point ξ0 = a they are continuous from the right.
The expanded function f (x) ∈ W̃ 1

p (G), 1 ≤ p ≤ ∞ will also satisfy these requirements.

We’ll require that the system {uk (x)}∞k=1 satisfies V.A. Ilin’s following conditions: 1)
the system {uk (x)}∞k=1 complete and minimal in L2 (G); 2) the inequalities are

|Imµk| ≤ C0, (2)∑
τ≤Reµk≤τ+1

≤ C1, ∀τ ≥ 0; (3)

fulfilled. 3) there exists a constant C2 > 0 such half

‖uk‖2 ‖uk‖2 ≤ C2, k = 1, 2, ..., (4)

where {vk}∞k=1 is a biorthogonall adjoint system to the system {uk (x)}∞k=1 and consists

of the root functions of the formally adjoint operator L∗ = d2

dx2
+ q (x), x ∈ G (i.e.

L∗vk + +λkvk = θk+1vk+1).

For an arbitrary function f (x) ∈ W̃ 1
p (G), p ≥ 1 compose a partial sum of its biorthog-

onal expansion by the system {uk}∞k=1

σν (x, f) =
∑
ρk≤ν

(f, vk)uk (x) , ν ≥ 1,

where

(f, vk) =

∫
G

f (x) vk (x)dx.

Assume

Rν (x, f) = f (x)− σν (x, f)

and denote

Qm (f, vk) = f (b) v′k (b− 0)− f (a) v′k (a+ 0)+
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+
m−1∑
l=1

[
f (ξl − 0) v′k (ξl − 0)− f (ξl + 0) v′k (ξl + 0)

]
.

The main results of this section consist of the following theorems:

Theorem 1. Let the system {uk (x)}∞k=1 of the root functions of the operator (1)

satisfy conditions 1)-3). Then, a biorthogonal expansion of any function f (x) ∈ W̃ 1
p (G),

p ≥ 1 satisfying the condition

|Qm (f, vk)| ≤ C1 (f) ‖vk‖2 , k = 1, 2, ...., (5)

converges absolutely and uniformly on G = [a, b] and the following the relations are valid

f (x) =

∞∑
k=1

(f, vk)uk (x) , x ∈ G, (6)

sup
x∈G
|Rν (x, f)| ≤ const

{
ν−δ ‖f‖

W̃ 1
p (G)

+ ν−1 [C1 (f) + ‖q‖1 ‖f‖∞]
}
, (7)

sup
x∈G
|Rν (x, f)| = o

(
ν−δ
)
, ν → +∞, (8)

where δ = min
{

1
2 ,

1
q

}
, p−1+q−1 = 1; symbol ”o” depends on the expanded function f (x);

const is independent of the expanded function f (x);

‖f‖
W̃ 1
p (G)

= ‖f‖Lp(G) +
∥∥f ′∥∥

Lp(G)
.

Theorem 2. Let the function f (x) belong to the class W̃ 1
1 (G) conditions l)-3) and

condition(5) be fulfilled for the system of the root functions {uk (x)}∞k=1 of operator (1)
and the number series

∞∑
n=n0

n−1ω1

(
f ′, n−1

)
<∞, (9)

converge. Here n0 > 2 (b− a), ω1 (·, δ) is a modulus of continuity in L1 (G).

Then a biorthogonal expansion of the function f (x) by the system {uk (x)}∞k=1 con-
verges absolutely and uniformly on G, equality (6) and the estimation

sup
x∈G
|Rν (x, f)| ≤ constK (ν, f) , (10)

are valid. Here the const is independent on the expanded function f (x); the function
K (ν, f) is determined by the formula

K (ν, f) =
∞∑

n=[ν]

n−1ω1

(
f ′, n−1

)
+ ν−1

[
C1 (f) + ‖q‖1 ‖f‖∞ +

∥∥f ′∥∥
1

]
,
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ν > 4π/

(
min

1≤l≤m
|Gl|

)
.

By H̃α
1 (G) denote a space of functions f (x) such that for each l

(
l = 1,m

)
there exists

the function fl (x) of Nikolskiy class H̃α
1 (G), such that f (x) = fl (x) for ξl−1 < x < ξl.

We define the norm in H̃α
1 (G) by the equality

‖f‖
H̃α

1 (G)
= ‖f‖α1,G = ‖f‖L1(G) + max

1≤l≤m
sup
δ>0

ω1 (f, δ)Gl
δα

,

where

ω1 (f, δ)Gl = sup
0<h≤δ

ξl−h∫
ξl−1

|f (x+ h)− f (x)| dx.

Corollary from theorem 2. If in theorem 2 we additionally require f (x) ∈ H̃α
1 (G),

0 < α < 1, the estimation

sup
x∈G
|Rν (x, f)|C(G) = O

(
ν−α

)
is fulfilled.

Remark 1. The condition (5) required from the bilinear functional Qm (f, vk), is
natural. Usually, the class of functions f (x), for which Qm (f, vk) = 0, k = 1, 2, ..., should
be determined from the considered space. In many cases, condition (5) is fulfilled for all
the functions f (x) from the space under consideration. For example, in the case when the
boundary conditions for vk (x) are two -point and the principal minor of the matrix that
corresponds to boundary conditions are non zero, i. e. if

αiv
′ (α) + βiv

′ (b) + civ (a) + div (b) = 0,

i = 1, 2; α1β2 − α2β1 6= 0.

Remark 2. Estimation (7) is unimprovable in the considered class of functions.

3. Representation for the Fourier coefficients from the class W̃ 1
p (G),

1 ≤ p ≤ ∞.

Before proving theorems 1 and 2, we get some representations for the Fourier coeffi-
cients of the functions from the class W̃ 1

p (G), 1 ≤ p ≤ ∞.

Lemma 1. The following representations are valid for the Foruier coefficients of the
function f (x) ∈ W̃ 1

p (G).

(vk, f) = −Qm (f, vk)

µ2k
+

(v′k, f
′)

µ2k
− 1

µ2k
(vk, qf) +

θk+1

µ2k
(vk+1, f) (11)
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(vk, f) = −
nk∑
j=0

Qm (f, vk+j)

µ
2(j+1)
k

−
nk∑
j=0

(vk+j , qf)

µ
2(j+1)
k

+

+

nk∑
j=0

m∑
l=1

v′k+j (ξl−1)

µ
2(j+1)
k

(
cosµk (t− ξl−1) , f ′ (t)

)
Gl
−

−
nk∑
j=0

m∑
l=1

vk+j (ξl−1)

µ2j+1
k

(
sinµk (t− ξl−1) , f ′ (t)

)
Gl
−

−
nk∑
j=0

m∑
l=1

1

µ
2(j+1)
k

ξl∫
ξl−1

q (τ)vk+j (τ)

 ξl∫
τ

f ′ (t) cosµk (t− τ) dt

 dτ+

+

nk∑
j=0

m∑
l=1

θk+j+1

µ
2(j+1)
k

ξl∫
ξl−1

vk+j+1 (τ)

 ξl∫
τ

f ′ (t) cosµk (t− τ) dt

 dτ, (12)

therewith nk is the order of the associated function vk; θk+nk+1 = 0;

v
(i)
k+j (ξl−1)

def
= v

(i)
k+j (ξl−1 + 0) ,

l = 1,m, i = 0, 1; (f, g)Gl =

∫
Gl

f (t) g (t)dt.

Proof. It is seen from the definition of the function vk (x) that

v′′k (x) + q (x)vk (x) + λkvk (x) = θk+1vk+1 (x) , x ∈ Gl, l = 1,m.

Therefore, multiplying by f (x) and integrating with respect to x from ξl−1 to ξl, from
the last equality we get

ξl∫
ξl−1

f (x)vk (x) dx = − 1

λk

ξl∫
ξl−1

f (x)v′′k (x) dx−

− 1

λk

ξl∫
ξl−1

q (x)vk (x) f (x)dx+
θk+1

λk

ξl∫
ξl−1

f (x)vk+1 (x) dx.

Conducting integration by parts in the integral containing v′′k (ξ), we find

ξl∫
ξl−1

f (x)vk (x) dx = − 1

λk

[
f (ξl − 0)v′k (ξl − 0)− f (ξl−1 + 0)v′k (ξl + 0)

]
+
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+
1

λk

ξl∫
ξl−1

f ′ (x)v′k (x) dx− 1

λk
(vk, qf) +

θk+1

λk

ξl∫
ξl−1

f (x)vk+1 (x) dx.

Summing these equalities over l from 1 to m and taking into account λk = µ2k, we
arrive at representation (11).

Now, derive formula (12). It follows from (11) that if we consider this formula as a
recurrent relation for the Fourier coefficients, then

(vk, f) = −Qm (f, vk)

µ2k
+

1

µ2k

(
v′k, f

′)− 1

µ2k
(vk, qf) +

+
θk+1

µ2k

[
−Qm (f, vk+1)

µ2k
+

(
v′k+1, f

′)
µ2k

− 1

µ2k
(vk+1, qf) +

1

µ2k
(vk+2, f)

]
Continuing this substitution process to the eigenfunction vk+nk , for (vk, f) we get the

following representation

(vk, f) = −
nk∑
j=0

Qm (f, vk+j)

µ
2(j+1)
k

+

nk∑
j=0

(
v′k+j , f

′
)

µ
2(j+1)
k

−
nk∑
j=0

(vk+j , qf)

µ
2(j+1)
k

. (13)

Transform the expression
(
v′k+j , f

′
)

. For that we use the mean value formula for the

function v′k+j (t) for t ∈ (ξ−1, ξl):

v′k+j (t) = −µkvk+j (ξl−1 + 0) sinµk (t− ξl−1) + v′k+j (ξl−1 + 0)×

× cosµk (t− ξl−1)−
t∫

ξl−1

q (τ) vk+j (τ) cosµk (t− τ) dτ+

+θk+j+1

t∫
ξl−1

vk+j+1 (τ) cosµk (t− τ) dτ,

j = 0, nk, θk+nk+1 = 0.

As a result of substitution of the expression v′k+j (t) in
(
v′k+j , f

′
)

we get

(
v′k+j , f

′) =
m∑
l=1

ξl∫
ξl−1

f ′ (t)v′k+j (t) dt =

m∑
l=1

−µk
ξl∫
ξl−1

f ′ (t) sinµk (t− ξl−1) dt ×

×vk+j (ξl−1 + 0) +

ξl∫
ξl−1

f ′ (t) cosµk (t− ξl−1) dtv′k+j (ξl−1 + 0)−
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−
ξl∫
ξl−1

f ′ (t)

 t∫
ξl−1

q (τ)vk+j (τ) cosµk (t− τ) dτ

 dt+

+θk+j+1

ξl∫
ξl−1

f ′ (t)

 t∫
ξl−1

q (τ)vk+j+1 (τ) cosµk (t− τ) dτ

 dt

 .

Change the integration order in double integrals, take into account the obtained ex-

pression for
(
v′k+j , f

′
)

in formula (13), and get the formula

(vk, f) = −
nk∑
j=0

Qm (f, vk+j)

µ
2(j+1)
k

−
nk∑
j=0

(vk+j , qf)

µ
2(j+1)
k

+

+

nk∑
j=0

m∑
l=1

v′k+j (ξl−1)

µ
2(j+1)
k

(
cosµk (t− ξl−1) , f ′ (t)

)
Gl
−

−
nk∑
j=0

m∑
l=1

vk+j (ξl−1)

µ2j+1
k

(
sinµk (t− ξl−1) , f ′ (t)

)
Gl
−

−
nk∑
j=0

m∑
l=1

1

µ
2(j+1)
k

ξl∫
ξl−1

q (τ)vk+j (τ)

 ξl∫
τ

f ′ (t) cosµk (t− τ) dt

 dτ+

+

nk∑
j=0

m∑
l=1

θk+j+1

µ
2(j+1)
k

ξl∫
τ

q (τ)vk+j+1 (τ)

 ξl∫
τ

f ′ (t) cosµk (t− τ) dt

 dτ,

where under v
(i)
k+j (ξl−1), i = 0, 1, we mean v

(i)
k+j (ξl−1 + 0). Besides θk+nk+1 = 0, nk - is

the order of the associated function vk (x). Lemma 1 is proved.
Proof of Theorem 1.
It suffices to consider the case 1 < p ≤ 2. Estimate the series

∞∑
k=1

|(f, vk)| |uk (x)| , x ∈ G.

Represent this series in the form

∞∑
k=1

|(f, vk)| |uk (x)| =
∑

0≤Reµk<1

|(f, vk)| |uk (x)|+
∑

Reµk≥1
|(f, vk)| |uk (x)| .

Estimate each of the sums in the right hand side of the last equality∑
0≤Reµk<1

|(f, vk)| |uk (x)| ≤
∑

0≤Reµk<1

‖f‖1 ‖vk‖∞ |uk (x)| .
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Apply here the estimates (2)-(4) and (see [4])

sup
x∈Gl
|uk (x)| ≤ C (l) ‖uk‖L2(ξl−1,ξl)

(14)

sup
x∈Gl
|vk (x)| ≤ C (l) ‖vk‖L2(ξl−1,ξl)

. (15)

As a result we have:∑
0≤Reµk<1

|(f, vk)| |uk (x)| ≤ C
∑

0≤Reµk<1

‖uk‖2 ‖vk‖2 ‖f‖1 ≤

≤ C ‖f‖1
∑

0≤Reµk<1

1 ≤ C ‖f‖1 ,

where C is a positive number. For estimating the series∑
Reµk≥1

|(f, vk)| |uk (x)|

we apply formula (11) for the Fourier coefficients (f, vk):

∑
Reµk≥1

|(f, vk)| |uk (x)| ≤
∑
|µk|≥1

|(f, vk)| |uk (x)| ≤
∑
|µk|≥1

|Qm (f, vk)|
|µk|2

|uk (x)|+

+
∑
|µk|≥1

1

|µk|2
∣∣(v′k, f ′)∣∣ |uk (x)|+

∑
|µk|≥1

|uk (x)|
|µk|2

(vk, qf) +

+
∑
|µk|≥1

θk+1

|µk|2
|(vk+1, f)| |uk (x)| . (16)

For estimating the first sum in the right hand side of relation (16) we apply inequalities
(5), (14), (15) and then (2)-(4). As a result, we find

∑
|µk|≥1

|Qm (f, vk)|
|µk|2

|uk (x)| ≤ C1 (f)
∑
|µk|≥1

‖vk‖2
|µk|2

‖uk‖2 ≤

≤ C2 (f)
∑
|µk|≥1

1

|µk|2
≤ C2 (f)

∞∑
n=1

 ∑
n≤|µk|≤n+1

1

|µk|2

 ≤
≤ C2 (f)

∞∑
n=1

1

n2

 ∑
n≤|µk|≤n+1

1

 ≤ C (f) ,

where C (f) in a number dependent on f (x).
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Estimate the second sum in the right hand side of (16)∑
|µk|≥1

1

|µk|2
∣∣(f ′, v′k)∣∣ |uk (x)| =

∑
|µk|≥1

1

|µk|

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣ ‖vk‖q |uk (x)| ,

p−1 + q−1 = 1.

Applying estimates (14), (15) and (4), we get that the left hand side of the last relation
is majorized from above by the quantity

C
∑
|µk|≥1

1

|µk|

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣ .
Since the system

{
v′k (x) ‖vk‖−1q |µk|

−1
}

is a Riesz system (see [8]) and taking into

account f ′ (x) ∈ Lp (a, b), we can apply the Riesz inequality.

Consequently, the second sum in (16) is bounded from above by the quantity:

C

 ∑
|µk|≥1

1

|µk|p

1/p ∑
|µk|≥1

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣q
1/q

.

By the condition (4) the sum ∑
|µk|≥1

1

|µk|p
, p > 1,

converges by the Riesz inequality ∑
|µk|≥1

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣q
1/q

≤ C
∥∥f ′∥∥

p
.

Thus, the second series in the right hand side of relation (16) also converges and its
sum doesn’t exceed the quantity C ‖f ′‖p, where C is independent of the function f (x).

Estimate the third sum in the right hand side of (16):

∑
|µk|≥1

|uk (x)|
|µk|2

|(vk, qf)| ≤
∑
|µk|≥1

‖q‖1 ‖vk‖∞ |uk (x)| |µk|−2 ‖f‖∞ .

Apply estimates (14), (15), and then (2)-(4). As a result we find

∑
|µk|≥1

|uk (x)|
|µk|2

|(vk, qf)| ≤ C1 ‖q‖1 ‖f‖∞
∑
|µk|≥1

1

|µk|2
≤
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≤ C1 ‖q‖1 ‖f‖∞
∞∑
n=1

1

n2

 ∑
n≤|µk|≤n+1

1

 ≤ C ‖q‖1 ‖f‖∞ ,
where C is a constant independent of f (x).

Now, prove the convergence of the last series in the right hand side of (16)∑
|µk|≥1

θk+1

|µk|2
|(vk+1, f)| |uk (x)| =

=
∑
|µk|≥1

1

|µk|

∣∣∣(f, θk+1vk+1 ‖vk+1‖−1q
)∣∣∣ 1

|µk|
‖vk+1‖q |uk (x)| .

Here, applying estimation (14)

‖vk+1‖q ≤ C |µk| ‖vk‖2 , (17)

(see [5]) and the Holder inequality, we have:∑
|µk|≥1

θk+1

|µk|2
|(vk+1, f)| |uk (x)| ≤

≤ C
∑
|µk|≥1

1

|µk|

∣∣∣(f, θk+1vk+1 ‖vk+1‖−1q
)∣∣∣ ≤

≤ C

 ∑
|µk|≥1

1

|µk|p

1/p ∑
|µk|≥1

∣∣∣(f, θk+1vk+1 ‖vk+1‖−1q
)∣∣∣q
1/q

,
1

p
+

1

q
= 1.

By the convergence of the series
∑
|µk|≥1

1
|µk|p , p > 1 of the system

{
θk+1vk+1 ‖vk+1‖−1q

}
,

|µk| ≥ 1 (see [9]), we get∑
|µk|≥1

θk+1

|µk|2
|(vk+1, f)| |uk (x)| ≤ const ‖f‖p .

Consequently, the series
∞∑
k=1

|(f, vk)| |uk (x)| converges uniformly with respect to x ∈ G.

Prove the validity of representation (6). Let the series in the right hand side of (6) converge
on G to some function g (x). By the uniformity of the convergence the function g (x) will
be continuous on each of intervals [ξ0, ξ1], (ξl−1, ξl], l = 2,m. From the representation

g (x) =

∞∑
k=1

(f, vk)uk (x) , x ∈ G
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we get that (f, vk) = (g, vk), k = 1, 2, .... Hence, by the completeness of the system
{vk (x)} in L2 (G), it follows that f (x) = g (x) almost everywhere at each of intervals
[ξ0, ξ1], (ξl−1, ξl], l = 2,m. Since the both functions f (x) and g (x) are continuous in these
intervals, they coincide everywhere on G. Consequently, representation (6) is true.

Now, establish estimation (7) for 1 < p ≤ 2. It follows from representations (6) and
(11) that for each x ∈ G

|Rν (x, f)| = |f (x)− σν (x, f)| ≤
∑

Reµk>ν

|(f, vk)| |uk (x)| ≤

≤
∑
|µk|≥ν

|(f, vk)| |uk (x)| ≤
∑
|µk|≥ν

|Qm (f, vk)|
|µk|2

|uk (x)|+

+
∑
|µk|≥ν

1

|µk|2
∣∣(v′k, f ′)∣∣ |uk (x)|+

∑
|µk|≥ν

1

|µk|2
(vk, qf) |uk (x)|+

+
∑
|µk|≥ν

θk+1

|µk|2
|(vk+1, f)| |uk (x)| ≤ constC1 (f) ν−1+

+constν−1/q
∥∥f ′∥∥

p
+ const ‖q‖1 ‖f‖∞ ν

−1 + constν−1/q ‖f‖p ≤

≤ const
{
ν−1/q ‖f‖

W̃ 1
p (G)

+ ν−1 [C1 (f) + ‖q‖1 ‖f‖∞]
}
.

Prove estimation (8) for 1 < p ≤ 2. For that, we again use representation (6), (11)
and behave as in the estimation of the right hand side of relation (16).

|Rν (x, f)| = |f (x)− σν (x, f)| =

∣∣∣∣∣∣
∑

Reµk>ν

(f, vk)uk (x)

∣∣∣∣∣∣ ≤
≤
∑
|µk|≥ν

|(f, vk)| |uk (x)| ≤ (CC1 (f) + ‖q‖1 ‖f‖∞) ν−1+

+C

 ∑
|µk|≥ν

1

|µk|p

1/p ∑
|µk|≥ν

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣q
1/q

+

+

 ∑
|µk|≥ν

1

|µk|p

1/p ∑
|µk|≥ν

∣∣∣∣∣
(
f ′,

θk+1vk+1 ‖vk+1‖−1q
|µk|

)∣∣∣∣∣
q
1/q

=

= O
(
ν−1

)
+O

(
ν−1/q

) ∑
|µk|≥ν

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣q
1/q

+
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+O
(
ν−1/q

) ∑
|µk|≥ν

∣∣∣(f ′, θk+1vk+1 ‖vk+1‖−1q
)∣∣∣q
1/q

.

Since the residual of the converging series tends to zero, then ∑
|µk|≥ν

∣∣∣(f ′, v′k ‖vk‖−1q |µk|−1)∣∣∣q
1/q

= o (1)

 ∑
|µk|≥ν

∣∣∣(f ′, θk+1vk+1 ‖vk+1‖−1q
)∣∣∣q
1/q

= o (1) ,

as ν →∞.

Consequently, for any x ∈ G and 1 < p ≤ 2

|Rν (x, f)| = O
(
ν−1

)
+O

(
ν−1/q

)
o (1) = o

(
ν−1/q

)
, ν → +∞

in the case 1 < p ≤ 2 . Theorem 1 is proved.

The case p > 2 is reduced to the case p = 2, or W̃ 1
p (G) is embedded into W̃ 1

2 (G).
Theorem 1 is completely proved.

Proof of theorem 2.

Let f (x) ∈ W̃ 1
1 (G). Prove the uniform convergence of the series

∞∑
k=1

|(f, vk)| |uk (x)|

on G. For that, we again represent it in the from (see the proof of theorem 1)

∞∑
k=1

|(f, vk)| |uk (x)| =
∑

0≤Reµk<α
+

∑
Reµk≥α

≤ C1 ‖f‖1 +

+
∑

Reµk≥α
|(f, vk)| |uk (x)| ,

where α = max
1≤l≤m

4π
|Gl| .

For investigating a uniform convergence in G of the series∑
Reµk≥α

|(f, vk)| |uk (x)|

we use representation (12) for the Fourier coefficient (f, vk). This leads us to studying the
uniform convergence of the series

∑
Reµk≥α

nk∑
j=0

|Qm (f, vk+j)|
|µk|2(j+1)

|uk (x)| , (18)
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∑
Reµk≥α

nk∑
j=0

|(vk+j , qf)|
|µk|2(j+1)

|uk (x)| , (19)

∑
Reµk≥α

nk∑
j=0

m∑
l=1

∣∣∣v′k+j (ξl−1)
∣∣∣

|µk|2(j+1)
|uk (x)|

∣∣∣(cosµk (t− ξl−1) , f ′ (t)
)
Gl

∣∣∣ , (20)

∑
Reµk≥α

nk∑
j=0

m∑
l=1

|vk+j (ξl−1)|
|µk|2j+1

|uk (x)|
∣∣∣(sinµk (t− ξl−1) , f ′ (t)

)
Gl

∣∣∣ , (21)

∑
Reµk≥α

nk∑
j=0

m∑
l=1

|uk (x)|
|µk|2(j+1)

×

×

∣∣∣∣∣∣∣
ξl∫
ξl−1

q (τ)vk+j (τ)

 ξl∫
ξl−1

f ′ (t) cosµk (t− τ) dt

 dτ

∣∣∣∣∣∣∣ , (22)

∑
Reµk≥α

nk∑
j=0

m∑
l=1

|θk+j+1uk (x)|
|µk|2(j+1)

×

×

∣∣∣∣∣∣∣
ξl∫
ξl−1

vk+j+1 (τ)

 ξl∫
τ

f ′ (t) cosµk (t− τ) dt

 dτ

∣∣∣∣∣∣∣ . (23)

By inequalities (2), (3), (6), (14), (17) and (4) the series (18) is majorized by the
number series

C1 (f)
∑

Reµk≥α

1

|µk|2
,

that converges by condition (3).

By inequalities (2), (3), (15), (17) and (4) series (19) is majorized by the converging
number series

C ‖q‖1 ‖f‖∞
∑

Reµk≥α

1

|µk|2
.

Since (see [4]) ∣∣v′k+j (ξl−1)
∣∣ ≤ C |µk| ‖vk+j‖2

then by (2), (3), (14), (17) and (4) series (20) is majorized by the number series

C
∑

Reµk≥α

1

|µk|

m∑
l=1

∣∣∣(cosµk (t− ξl−1) , f ′ (t)
)
Gl

∣∣∣ . (24)
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Obviously, the system {cosµk (t− ξl−1)}∞k=1 is a system of eigenfunctions of the operator
−y = µ2y. Therefore, by lemma 7 of the paper [9]∣∣∣(cosµk (t− ξl−1) , f ′ (t)

)
Gl

∣∣∣ ≤ C [ω1

(
f ′,

1

Reµk

)
+
‖f ′‖1
Reµk

]
. (25)

Taking this into account in (25), we get that series (20) is majorized by the number
series

C
∑

Reµk≥α

1

Reµk

[
ω1

(
f ′,

1

Reµk

)
+
‖f ′‖1
Reµk

]
,

that converges by conditions (3) and (10). Allowing for estimation (17), a uniform con-
vergence on G of series (21) is proved in the same way. It follows from (25) that∣∣∣∣∣∣

ξl∫
τ

f ′ (t) cosµk (t− τ) dt

∣∣∣∣∣∣ ≤ C
{
ω1

(
gτ ,

1

Reµk

)
Gl

+
‖f ′‖1
Reµk

}
, l = 1,m,

where

gτ (z) =

{
f ′ (z) , z ≥ τ
0, z < τ

ξl−1 ≤ τ ≤ ξl.

On the other hand, (see [6]) it is known that for Reµk ≥ 4π
|Gl|

ω1

(
gτ ,

1

Reµk

)
Gl

≤ const
{
ω1

(
f ′,

1

Reµk

)
+
‖f ′‖1
Reµk

}
.

Consequently, ∣∣∣∣∣∣
ξl∫
τ

f ′ (t) cosµk (t− τ) dt

∣∣∣∣∣∣ ≤
{
ω1

(
f ′,

1

Reµk

)
+
‖f ′‖1
Reµk

}
. (26)

Taking into account (26), (2), (3), (14), (15), (17) and inequality (4), we majorize series
(22) from above by the number series

C
∑

Reµk≥α

1

Reµk

[
ω1

(
f ′,

1

Reµk

)
+
‖f ′‖1
Reµk

]
,

that converges by (3) and (9).
For establishing uniforn convergence of series (23) it suffices to take into account∣∣∣∣∣∣∣

ξl∫
ξl−1

q (t)vk+j (τ)

 ξl∫
τ

f ′ (t) cosµk (t− τ) dt

 dτ

∣∣∣∣∣∣∣ ≤
≤ C ‖q‖1

∥∥f ′∥∥
1

sup
Gl

|vk+j (x)|
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and apply the estimations (14), (15), (17) and (4). As a result, series (23) will be majorized
from above by a converging series

C
∥∥f ′∥∥

1
‖q‖1

∑
Reµk≥α

1

|µk|2
.

Thus, the series
∞∑
k=1

|(f, vk)| |uk (x)|

converges uniformly on G.
By unconditional basicity in L2 (G) of the system {uk (x)} the following representation

will be walid:

f (x) =
∞∑
k=1

(f, vk)uk (x) .

Now, estimate the residual Rν (x, f), x ∈ G, ν ≥ 4π
min

1≤l≤m
{|Gl|} :

|Rν (x, f)| ≤
∑

Reµk≥ν
|(f, vk)| |uk (x)| .

Substituting here the expression (f, vk), from (12) we conclude that for estimating the
residual Rν (x, f) it is enough to estimate the residuals of the series (18)-(23). Therefore, in
the estimations obtained above for the series (18)-(23) we must put a = ν. Consequently,
the inequality

|Rν (x, f)| ≤ CC1 (f)
∑

Reµk≥ν

1

|µk|2
+ C ‖q‖1 ‖f‖∞+

+
∑

Reµk≥ν

1

|µk|2
+ C

∑
Reµk≥ν

1

Reµk

[
ω1

(
f ′,

1

Reµk

)
+
‖f ′‖1
Reµk

]
+

+C
∥∥f ′∥∥∞ ‖q‖1 ∑

Reµk≥ν

1

|µk|2

will be valid. Here, taking into account∑
Reµk≥ν

1

|µk|2
≤

∑
Reµk≥ν

1

(Reµk)
2 = O

(
ν−1

)
,

∑
Reµk≥ν

1

Reµk
ω1

(
f ′,

1

Reµk

)
≤

≤
∞∑

n=[ν]

∑
n≤Reµk≤n+1

1

Reµk
ω1

(
f ′,

1

Reµk

)
≤
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≤
∞∑

n=[ν]

1

n
ω1

(
f ′,

1

n

) ∑
n≤Reµk≤n+1

1 ≤ C
∞∑

n=[ν]

1

n
ω1

(
f ′,

1

n

)
,

we get

sup
x∈G
|Rν (x, f)| ≤ const

{
ν−1C1 (f) + ‖q‖1 ‖f‖∞ +

∥∥f ′∥∥
1

[1 + ‖q‖1]
}

+

+

∞∑
n=[ν]

n−1ω1

(
f ′, n−1

)
≤ constK (ν, f)

Theorem 2 proved.
Remark 3. It is seen from the proof of theorems 1 and 2 that if the system {uk (x)}

is not biorthogonally adjoint to {uk (x)} and the remaining conditions of these theorems
are fulfilled, then the

∞∑
k=1

(f, vk)uk (x)

uniformly and absolutely converges on G and estimations (7), (8) and (10) are valid for
the residual

∑
Reµk≥ν

(f, vk)uk (x).

4. Some applications of the theorems 1 and 2.

1. Consider the operator Lu = u′′ on G =
(
0, 12
)
∪
(
1
2 , 1
)

with the conditions u (0) = 0,
u′ (1) = 0, u

(
1
2 + 0

)
− u

(
1
2

)
= u (1), u′

(
1
2 + 0

)
− u′

(
1
2 − 0

)
= 0.

For this problem, it is well known [1] that µk = 4πk for k = 0, 1, 2, ... and µ̃k = 4πk/3
for k = 1, 2, 4, 5, 6, 7, 8... (k is not multiply of 3). The eigenvalue λ0 = µ20 = 0 is associated
with the single eigenfunction

◦
u0 (x) =

{
0 if 0 ≤ x ≤ 1

2 ,
8
3 if 1

2 < x ≤ 1.

Each eigenvalue λk = µ2k = (4πk)2, k = 1, 2, ... corresponds to a single eigen-function
and a single associated function:

◦
uk (x) =

{
0 if 0 ≤ x ≤ 1

2 ,
32 cos (4πk (1− x)) if 1

2 < x ≤ 1

1
uk (x) =

{
− 2

3πk sin (4kx) if 0 ≤ x ≤ 1
2 ,

4
3πk (1− x) sin (4πk (1− x)) if 1

2 < x ≤ 1.

Each eigenvalue λ̃k = (µ̃k)
2 =

(
4πk
3

)2
, k = 1, 2, 4, 5, 6, 7, 8... corresponds to a single

eigenfunction

0

ũk (x) =

{
8
3 sin

(
4πk
3 x
)

if 0 ≤ x ≤ 1
2 ,

8
3ctg

2lπ
3 cos

(
4πk
3 (1− x)

)
if 1

2 < x ≤ 1.
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The biorthogonally adjoint system consists of root functions of the operator Lv = v′′

on (0,1) with the conditions v(0) = 0 and v′(1)− v′
(
1
2

)
= 0.

The corresponding eigen and associated functions have the form

0
v0 (x) = x;

0
vk (x) = 4πk sin (4πkx) ;

1
vk (x) = −x

2
cos (4πkx) , k = 1, 2, 3, ...;

0

ṽk (x) = sin (4πkx/3) , k = 1, 2, 4, 5, 6, 7, 8....

For the problem in question,

Q2 (f, v) = −f (0) v′ (0) +

[
f

(
1

2

)
− f

(
1

2
+ 0

)
+ f (1)

]
v′
(

1

2

)
.

Condition (5) implies that

f (0) = 0, f

(
1

2
+ 0

)
− f

(
1

2

)
= f (1) . (27)

Since conditions 1) - 3) are fulfilled for this example,Theorem 1 holds for any function

f (x) from W̃ 1
p (G), p > 1 that satisfies conditions (27). Moreover. Theorem 2 holds for

any function f (x) from W̃ 1
1 (G), that satisfies conditions (9), (27).

2. Consider the eigenvalue problem

u′′ (x) + λu (x) = 0, x ∈ (−1, 0) ∪ (0, 1) (28)

u (−1) = u (1) = 0

u (−0) = u (+0) (29)

u′ (−0)− u′ (+0) = λmu (0) ,m 6= 0.

It is well known [7] that eigenvalue of this problem are simple and form two series

λ1,k = µ21,k = (πk)2, k = 1, 2, ...;

λ2,k = µ22,k, µ2,k = πk +
2

πmk
+O(k−2), k = 0, 1, ...

The eigenfunctions have the form

u2k−1 (x) = sinπkx, k = 1, 2, ...,

u2k(x) =

{
sinµ2,k (1 + x) if x ∈ [−1, 0] ,

sinµ2,k (1− x) if x ∈ (0, 1] , k = 0, 1, ....

The system {uk (x)}∞k=0,k 6=k0 , where k0 is an arbitrary fixed even number, forms a basis
in Lp(−1, 1) 1 < p <∞ (a Riesz basis for p = 2).



70 Elchin J. Ibadov

The biorthogonally adjoint system {uk (x)}∞k=0,k 6=k0 has the form

vk (x) = ϕk (x)− ϕk (0)

ϕk0 (0)
ϕk0 (x) ,

where

ϕ2k−1 (x) = sinπkx, k = 1, 2, ...,

ϕ2k (x) =

{
c2k sinµ2,k (1 + x) if x ∈ [−1, 0]
c2k cosµ2,k (1− x) if x ∈ [0, 1]

c2k = 1 +O
(
k−2

)
.

Obviously, the system {uk (x)}∞k=0,k 6=k0 satisfies conditions Remark 3. For problem
(28)-(29) the application of Theorems 1 and 2 (Remark 3) leads to the conditions

f (−1) = f (1) = f (0) = f (+0) = 0 = (f, ϕk0) . (30)

Therefore statements of Theorem 1 holds for any function f (x) ∈ W̃ 1
p (G), p > 1

satisfying conditions (30),while statements of Theorem 2 holds for any function f (x) ∈
W̃ 1

1 (G) satisfying condition (9) and (30).
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